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I ntroduction

Welcome to ECO 154: Introduction to Quantitative Method |1

ECO 154: Introduction To Quantitative Method Il is a three unit, one semester
undergraduate course. It comprises 24 study units, subdivided into six modules. The
materials have been developed with the Nigerian context in view by using simple and
locd examples. This course guide gives you an overview of the course. It also
provides you with organization and the requirement of the course.

Course Aims

(a) To expose student to the basic definitions and scope of statistics.

(b) To identify and explain the basic concepts and branches of statistics.

(c) To improve studentsd knowledge about the various meeasures of central
tendency.

(d) To aqquaint students with the basic measures of dispersion and partition.

(e) To give students insight into the basic concepts of moment, skewness and
kurtosis.

(f) To make students understand random variables and probability distribution.

(9) To introduce students to the meaning and components and importance of index
number to economics, business and finance.

Course Objective

To adiieve the aims above, we have some overall objectives. Each unit has its
objectives. This will guide in your study. They are usually stated at the beginning of
each unit; and when you are through with studying the units, go back and read the
objectives. This would help you accomplish the task you have set to achieve. On
completion of the course, you should be able to: -

(a) Define and explain the concept of statistics;

(b) Identify the various ways of collecting and organizing data;

(c) Demonstrate adequate skills in computing the measures of central tendency for

grouped and ungrouped data;

(d) Compute and interpret the measures of dispersion for both grouped and
ungrouped data;

(e) Compute and interpret moments, skewness and kurtosis of a st of
observations;

() Calculate simple experimental probability and the probabilities in random
distribution; and
(g) Caculate and interpret various components of index numbers.

Working through the Course

To complete this course you are required to go through the study units and other
related materials. You will also need to undertake practical exercises for which you
need a pen, a notebook and other materials that will be lisged in this guide. The
exercises are to aid you in understanding the basic concept and principles being taught
in this course.
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At the end of each unit, you will be required to submit written assgnments for
assessment purpose. At the end of the course, you will write afinal examination.

Course M aterials

The major materials you will need for this course are:
1. Course guide.
2. Study units.
3. Relevant textbooks, the onelisted under each unit.
4. Assignment file.
5. Presentation schedule.
Study Units

There are 24 units in this course as follows: -

Module 1: Basic Introduction

Unit 1: Meaning and Relevance of Statistics
Unit 2: Types/Branches of Statistics

Unit 3: Basic Concepts in Statistics

Unit 4: Colledion of Data

Unit 5: Organization of Data

Module 2: Representation o Data
Unit 1: Tables

Unit 2: Graphs

Unit 3: Charts

Unit 4: Histogram and Curves

Module 3: Basic Statistical Measures of Estimates

Unit 1: Measures of Central Tendency Ungrouped Data
Unit 2: Measures of Central Tendency of Grouped Data
Unit 3: Measures of Dispersion

Unit 4: Measures of Partition

Module 4: Moment, Skewness and Kurtosis
Unit 1: Moments

Unit 2: Skewness

Unit 3: Kurtosis

Module 5: Basic Statistical Measures of Estimates

Unit 1: Basic Concept in Probability

Unit 2: Use of Diagram in Probability

Unit 3: Experimental Probability Rules

Unit 4: Experimental Probability

Unit 5: Random Variable and Mathematics of Expedation



Module 6: Index Numbers

Unit 1: Meaning and Scope of Price Index Number
Unit 2: Weighted Index Number

Unit 3: Other Index Number

Textbooks and References

Certain books are recommended in the course. You may wish to purchase or access
them for further reading or practices

Assignment File

An assignment file and a marking scheme will be made available to you. In this file,
you will find all the details of the work, you must submit to your tutor for marking.
The marks you obtain from these assgnments will count towards the final mark you
obtain for this course. Further information on assignment will be found in the
assignment file itself and later in the Study Guide in the section on assessment.

Tutor-Marked Assignments (TMAYS)

You will need to submit a specific number of Tutor-Marked Assgnment (TMAS).
Every unit in this course has a tutor-marked assgnment. You will be assessed on four
of them, but the best three marks for the best three (that is the highest three of the four
marked) will be counted. The total marks for the best three assignments will be 30
percent of your total work.

Assignment questions for the unit in this course are contained in the Assgnment File.
When you have completed each assignment, send it, together with the Tutor-Marked
Assignment (TMA) form to your tutor. Make sure each assignment reach your tutor
on or before the deadline for submisgon. If for any reason, you cannot complete your
work on time, contact your tutor to discuss the possibility of an extension. Extension
will not be granted after due date, unless under exceptional circumstances.

Final Examination and Grading

The final examination of ECO 154 will be of three hoursd duration. All areas of the
course will be examined. Find time to study and revise the unit all over before your
examination. The final examination will attrad 70 percent of the total course grade.
The examination shall consist of questions which reflect the type of self-testing
practice exercise and tutor-marked assignment you have previously come across. All
areas of course will be assessed. You are advised to revise the entire course after
studying the last unit before you sit for the examination. You will also find it useful to
review your tutor-marked assgnments and the comments of your tutor on them before
the final examination.



Course Marking Scheme

The following table lays out the actual course marks allocation is broken down.

Assessment Marks
Assignment (Best three assgnment out of the four marked) 30%
Final Examination 70%
Total 100%

Presentation Schedule

The dates for submisson of all assignments will be communicaed to you. You will
aso be told the date for the completion of the study units and dates of the
examination.

Course Overview

The table below brings together the units, number of weeks you shoud take to
complete them and the assgnments that follow them.



Unit | Title of Work Weekb s| Asessment
Activity | (End of Unit)
Course Guide
Module 1: Basic Introduction
1 Unit 1: Meaning and Relevance of Statistics Week 1 | Assgnment 1
2 Unit 2: Types/Branches of Statistics Week 1 | Assgnment 2
3 Unit 3: Basic Concepts in Statistics Week 2 | Assgnment 3
4 Unit 4: Collection of Data Week 2 | Assgnment 4
5 Unit 5: Organization of Data Week 3 | Assgnment 5
Module 2: Representation o Data
1 Unit 1: Tables Week 4 | Assgnment 1
2 Unit 2: Graphs Week 4 | Assgnment 2
3 Unit 3: Charts Week 5 | Assgnment 3
4 Unit 4: Hissogram and Curves Week 5 | Assgnment 4
Module 3: Basic Statisticd Measures of Estimates
1 Unit 1: Measures of Central Tendency Ungrouped Data Week 6 | Assgnment 1
2 Unit 2: Measures of Central Tendency of Grouped Data Week 6 | Assgnment 2
3 Unit 3: Measures of Dispersion Week 7 | Assgnment 3
4 Unit 4: Measures of Partition Week 7 | Assgnment 4
Module 4: Moment, Skewness and Kurtosis
1 Unit 1: Moments Week 8 | Assgnment 1
2 Unit 2: Skewness Week 9 | Assgnment 2
3 Unit 3: Kurtosis Week 10 | Assgnment 3
Module 5: Basic Statisticd Measures of Estimates
1 Unit 1: Basic Concept in Probability Week 11 | Assgnment 1
2 Unit 2: Use of Diagram in Probability Week 12 | Assgnment 2
3 Unit 3: Experimental Probability Rules Week 12 | Assgnment 3
4 Unit 4: Experimental Probability Week 13 | Assgnment 4
5 Unit 5: Random Variable and Mathematics of Expectation Week 13 | Assgnment 5
Module 6: Index Numbers
1 Unit 1: Meaning and Scope of Price Index Number Week 14 | Assgnment 1
2 Unit 2: Weighted Index Number Week 14 | Assgnment 2
3 Unit 3: Other Index Number Week 15 | Assgnment 3
Revision Week 16
Examination Week 17
Total 17
Weeks




How to Get the M ost from this Course

In distance learning, the study units replace the university classroom lectures. This is
one of the merits of distance learning; you can read and work through the outlined
study materials at your own pace, time and place of your choice | t al sbout the
conception that you are reading the lecture rather than listening to it. In the same way
that a lecturer might give you some reading to do, the study units contain instructions
on when to read your set of books or other materials and practice some practical
guestions. Just as a lecturer might give you an in-class exercise or quiz, your study
units provide exercises for you to do at appropriate point in time. Each of the study
units follows a commnon format. The first item is an introduction to the subject matter
of the unit and how a particular unit is integrated with the other units and the course as
a whole. Followed by this is a set of objectives. These objectives let you know what
you should be able to do at the end of each unit. These objectives are meant to guide
you and assess your understanding of each unit. When you have finished the units,
you must go back and check whether you have achieved the objedives. If you
cultivate the habit of doing this, you will improve your chances of passing the course.
The main body of the unit guides you through the required reading from other sources.
This will usually be either from your set books or from your course guides. The
following is a practical srategy for working through the course. Always remember
that your tutor §ab is to help you. When you nedl his assistance, do not hesitate to
cal and ask your tutor to provide it. Follow the under-listed pieces of advice
carefully:-

1) Study this Course Guide thoroughly; it is your foremost assgnment.

2) Organize a Study Schedule: refer to the course overview for more details. Note
the time you are expected to suspend on each unit and how the assignments
relate to the units.

3) Having created your personal study schedule, ensure you adhere grictly to it.
The major reason that students fail is their inability to work along with their
study schedule and thereby getting behind with their course work. If you have
difficulties in working along with your schedule, it is important you let your
tutor know.

4) Assemble the study material. Information about what you need for a unit is
given in the @verviewd at the beginning of ead unit. You will almost always
need both the study unit you are working on and one of your set books on your
desk at the same time.

5) Work through the unit. The content of the unit itself has been arranged to
provide a sequence you will follow. As you work through the unit, you will be
instructed to read sections from your set books or other articles. Use the unit to
guide your reading.

6) Review the objectives for each unit to be informed that you have acdieved
them. If you feel uncertain about any of the objectives, review the study
material or consult your tutor.



7) When you are sure that you have achieved the objectives of a unit, you can then
start on the next unit. Proceed unit by unit through the course and try to space
your study so that you keep yourself on schedule.

8) When you have submitted an assgnment to your tutor for marking, do not wait
for its return before starting on the next unit. Kee to your schedule. You are
strongly advised to consult your tutor as soon as possble if you have any
challenges or questions.

9) After completing the last unit, review the course and prepare yourself for the
final examination. Check that you have adieved the objectives of the units
(listed at the beginning of each unit) and the course objective (listed in this
Course Guide).

10)Keep in touch with your study centre. Up-to-date course information will be
constantly made available for you there.

Facilitators/Tutor and Tutorials

There are ten hours of tutorials provided in support of this course. You will be notified
of the dates, times and location of these tutorials, together with the name and phone
number of your tutor; as soon as you are allocated a tutorial group. Your tutor will
grade and comment on your assignments, keep a close watch on your progress and on
any difficulties you might encounter and provide assistance to you during the course.
You must mail your tutor-marked assgnment to your tutor well before the due date
(atleast two working days are required). They will be marked by your tutor and
returned to you as soon as possble.

Do not hesitate to contact your tutor by telephone, e-mail or persona discussons if
you nedl help. The following might be circumstances in which you would find help
necessary. Contad you tutor if:

l.  You do not understand any part of the study unit or the assgned realers;
ii.  You have difficulty/difficulties with the self assessment exercises,
ii. You have a question or problem with an assignment with your tutorGs
comments on any assignment or with the grading of an assgnment.

You are advised to ensure that you attend tutorials regularly. This is the only
opportunity to have a face to face contact with your tutor and ask questions. You can
raise any problem encountered in the course of study. To gain the maximum benefit
from course tutorials, prepare a question list before attending them and ensure you
participate maximally and actively.

Summary

This course guide gives an overview of what to expect in the course of this study.
ECO 154: Introduction to Quantitative Method Il introduces you to the basic
principles of satistics. It examines elementary concepts of statiics, measures of
central tendency, measures of digpersion and measures of location. Other aspects of



statistics addressed include moments, skewness and kurtosis as well as simple
probability distribution and price number analysis.

Attention is drawn to the use of simple and lucid statistical issues in solving day to
day economic and business related problems. The use of simple ingtructional language
has been adequately considered in preparing the course guide.
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1.0

2.0

UNIT 1

MEANING AND RELEVANCE OF STATISTICS

Table of Contents
1.0 Introduction
2.0 Objectives
3.0 Main Content
31 Meaning and Scope of Statistics
3.2 Step in Statistical Inquiry
3.3 Uses of Statistics and Statistical |nformation
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References/Further Reading

INTRODUCTION

The aspect of decison-making that has to do with numerical information is
known as Statigtics. The word AStatisticsd is often used t mean any of the
following: numericd information; a summary of numerical information; a
discipline. Statistics is generally used to describe a collection of numerical
data; for example, population data, health statistics and school enrolment data,
among others. It is also used to refer to the summary of a collection of
numerical data such as the total, the minimum, maximum, range and average of
such data of interest. As a discipline, statistics is the scientific method of
decison-making under uncertainty when numerical data and calculated risks
are involved. Statistics presents facts in a definite, lucid and concise form so
that the facts are readily available for making valid conclusions. Statistics
equally synthesizes large mass of data into simple format so that they convey
meaning to the reader. The field of study cdled fiStatiics as fast beaming
relevant and esential in all aspects of life because for decision to be
appropriately taken, resources judiciously utilized and plans efficiency
executed, data has to be collected, organised, analysed and interpreted. These
are the bedrock of Statigtics.

OBJECTIVES
At the end of hisunit, you should be able to: -

I.  Define the term fistatisticso.

ii.  Outlinethe gepsinvolved statistical enquiry
ii.  Outline and discuss the relevance of statistics to other fields of study.
iv. ldentify the limitation of statistics as atool of decision making.

14



3.0
3.1

3.2

MAIN CONTENT

M eaning and Scope of Statistics

Statistics may be defined as the techniques by which data are collected,
organised, summarised, presented and analyzed for the purpose of making
reasonably valid decisions and especially under conditions of uncertainty. It is
the science of making dedsions under uncertainty, that is, making the best
decision on the basis of incomplete information. Hence, in order to make a
decision, the selection must be done without bias (random selection).

In summary, satistics is the science of collecting, organising, summarising and
analysing information in order to draw conclusion. Statistics is classfied as a
science because it makes use of the tools of science such as principles, laws,
experimentation, observation, theories'models, conclusion, generalization etc.
The above definition can be considered in three parts. The first part of the
definition states that statistics is the collection of information. The second part
refers to the organisation and summarization of information. Finally, the third
part states that the information is analyzed in order to draw conclusions. The
definition implies that the methods of statistics follow a process.

The process of gtatistics can be categorised into four stages:

(i) Identifying the research objectives;

(i)  Colledion of information needed to achieve the objectives,

(i) Organization and summarization of information (data); and

(iv)  Thedrawing of conclusions from the raw or analyzed information.

Hence, statistics is a process of factual data collection and analysis of the data.
It involves collection of numerical facts in a sysematic way. Statisics also
involves the careful analysis of the data collected in form of tables and the
interpretation of such data. It involves the use of scientific method of
collecting, organizing, summarizing, presenting, analyzing data as well as
drawing conclusions 0 as to take reasonable dedsion concerning a given
phenomenon.

SELF ASSEESSVMENT EXERCISE 1
Explain the term fstatisticso and state its major process.
Stepsin Statigical Inquiry

A satigtical inquiry is an investigation carried out to collect statistical data
which may be analyzed and presented in the form that will aid effective
decision making. Statistics as a discipline, if adequately carried out (following
the steps in statistical inquiry), has significant impad on the decision making in
amog all the fields of study. For statistics to be able to achieve its goals, the
following steps must be properly followed: -

15



3.3

(i)
(ii)
(iii)
(iv)
(V)
(vi)

(vii)
(viii)

Problem and the objectives should be properly stated.
Samples should be properly seleded without bias.
Questionnaires should be well laid-out.

Data should be collected effectively and efficiently.
Data should be properly organized.

Analysis and interpretation of data must be properly carried out.

Outcomes/Results of the analyses should be properly presented.
The report of the inquiry must be presented using simple and ill ustrative
languages such as tables, chartsor graphs.

SELF ASSEESSMENT EXERCISE 2

Carefully select a social science problem and identify the systematic statistical
approad of solving the problem.

Uses/Relevance of Stati stics/Stati stical Information

Although gatistics is a powerful tool for analyzing numericad data, its
application is widely seen in all fields of human endeavour. For instance, we
apply statigtics to: -

(i
(ii)

(i)

(iv)

v)

(vi)

Physical Sciences: - It determines whether or not experimental results
should be incorporated into the general body of knowledge.

Biological and Medical Sciences. - Statistics guides the reseacher in
determining which experimental findings are significant enough to
demand further study, or be tested moreto meet human needs.

Social Sciences - The roles of statistics in the social sciences cannot be
ignored especially in economics, business and finance. The behaviour of
individuals and organizations can be monitored through numericd data
Engineering: - The professional field of engineering employs statistics
in planning establishment policies and strong standards. A civil engineer
may use datistics to determine the properties of various materials and
perform some durability test.

Education: - In the course of teaching, evaluation and assessment,
statigtics is very essential to analyze performance in examinations. The
school headmagter can use statistics to write the curriculum, school
enrolments, teacherdstaff requirements, staff strength etc.

M eteorology: - Statistical information is also used in meteorology i.e.
the science of weather prediction. In fact, the application of gatistical
techniques is 0 wide spread and the influence of gatistics in our lives
and habits is 0 great that the importance of datistics cannot be over-
emphasized.

Apart from the relevance of datistics to the few chosen disciplines (as
explained above), the following is the summary of general relevance of
statigics in everyday life: -

16



4.0

5.0

(i) For summarizing large mass of data into concise and meaningful form
leading to abetter understanding of condensed data.

(i) Giving visuals impact on data especially when presented in diagram,
tables or charts.

(i) Enabling comparison to be made among various types of data.

(iv)  Making conclusions from data generated in pure experimental, social
and behaviour research.

(v)  Enabling a business establishment to make accurate, reasonable and
reliable policies based on statistical data.

(vi)  Predicting future events in daily life and business

(vii)  For the formation as well as testing of hypothesis.

(viii) For budgetary planning.

(ix)  Widely used in industrial and commercial dealings as well as in
government establishments.

(x) | t kinavledge enables one to understood relevant articles in scientific
journal and books

In spite of the relevance of statistics to everyday activities, the field of study
(statigtics) is limited by the following: -

(i) Statistics data or result is only an approximation of the total and
therefore not entirely accurate in some cases. This is because not all the
population will be covered for any statisticd investigation.

(i)  Satigtics if not carefully used can esablish wrong conclusion and
therefore it should only be handled by experts. Where experts are
inadequate, some form of training should be conducted for those that
may be required to carry out statistical research.

(i)  Satistics deals only with aggregate of fact as no importance is attached
to individual items.

SELF ASESSMENT EXERCISE 3

Outline and discuss any five uses of datistics to day to day activities of
individuals, firms and the government.

CONCLUSION

This unit being the first of the introductory has been able to expose you to the
meaning and scope of datistics, steps involved in carrying out statistical
inquiry as well as the relevance of satistics to different fields of study and the
day to day activities.

SUMMARY

Statistics is generally defined as science of data which involves collecting,
classfying, summarizing or organizing, analyzing and interpreting data
(numerical information) to be able to arrive at a gatistical conclusion. In the
course of carrying out datisticd enquiry, a number of seps must be
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6.0

7.0

systematically carried out in order to make the result reliable. If this is properly
done, reaults obtained from satistical research become useful in drawing
inferences and conclusions.

Statistics as a field of sudy is widely applicable to most al the fields of study
with particular attention to physical science, social science, engineering,
education, meteorology etc. In spite of this, statistics has some limitation as a
tool of analysis in different fields of study.

TUTOR MARKED ASSGNMENT

1. How do you explain fistatisticso to alayman?

2.  What are the gepsinvolved in statisticd inquiry?

3. Explain the relevance of statistics to any five named field of study.
4. What are the limitations of statistics as atool of analysis?

REFERENCES

Frank, O. and Jones, R. (1993). Statistics, Pitman Publishing, London.

Levin, R. I. (1988). Statistics for Managers. Eastern Economy Edition, Prentice
Hall of India Private Limited.

Loto, Margret A., et a (2008). Statistics Made Easy. Concept Publication
Limited, Nigeria

Nell, A. Weiss (2008). Introductory Statistics (8th edition). Pearson
International Edition, United State of America.
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BRANCHES OF STATISTICS

Table of Contents
1.0 Introduction
2.0 Objectives
3.0 Main Content
31 Descriptive of Statistics
3.2 Inferential Statistics
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References/Further Reading

INTRODUCTION

Gtatisticsd means numerical description to most people. Often the data are
seleded from some larger set of data whose characteristics we wish to estimate.
We call this selection process sanpling. For example, you might collect the
ages of a sample of customers in a video gore to estimate the average age or
the most frequent age group of the customers in the sore. Then, we can use the
edimate to target the store®s advertisements to the appropriate age group. It
should be noted that gatistics involves two different processes. -

() Describing sets of data; and
(i) Drawing conclusion (making estimates, decisons, prediction etc.) about
the set of dataon the basis of sampling.

So, the applications of datistics can be divided into two broad areas.
descriptive statistics and inferential statistics.

OBJECTIVES
At the end of this unit, you should be able to: -

(i) ldentify the various branches of statistics.
(i) Explain the various branches of statistics.

MAIN CONTENT
Descriptive Statistics

In descriptive statigtics, the data collected describes the situation that existed at
the point in time when the census was taken. It provides a step by step detail of
data available and collected at any given period. The important characteristics
of descriptive statistics is that population to be described is definite.
Descriptive statistics is the branch of statistics which deals with clasgfication
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3.2

of data through the drawing of histograms that correspond to the frequency
distribution which reault after the data representation of data by different types
of graphs such as line graphs, bar charts, pictogram, computation of sample
mean, median and modes. The computation of variances, means, absolute
deviations, deciles, range, percentile etc. are also regarded to as descriptive
statistics. The main purpose of descriptive gatistics is to provide an overview
of the information collected.

Basically, the component of statistica process that deals with the organisation
and summarization of information is referred to as Descriptive Statistic. It
describes the information collected through numerical measurements, charts,
graphs and tables. Therefore, descriptive datistics utilizes numerical and
graphical methods to look for patterns in a data set, to summerize the
information reveded in a data, and to present the information in a convenient
form. Hence, descriptive gtatistics presents information in a convenient form at
usable and understandable form in words with little numericd inclusion in the
description of the data.

SELF ASSEESSMENT EXERCISE 1

(1) What are the branches of Statistics?
(2) What is fi Bscriptive Statisticso?
(3) Outline the various tools used in descriptive statistical analysis.

Inferential Statistics

Inferential or analytical statistics is the second important branch of statistics.
Most often, samples are carefully selected from population. On the basis of the
sample, we infer things or conclusion about the population. This inference
about populations on the basis of the sample is known as Statistical Inference.
In other words, datistical inference is the use of samples to reach conclusions
about the populations from which those samples have been drawn. Inferential
satigics is mostly linked with probability theory and estimate outcomes of
events. Therefore, satistics of inference especially has to do with the
measurement of chance.

We usually gart with setting up a hypothesis (guesg or a number of hypotheses
gpecifying our assumptions or guesses to be validated or refuted. This is
usually stated at the beginning of the study. For example, we can test the
hypothesis that the members of PDP are conservative in regpect or eamnomic
policies while the menbers of ANPP take literal approach to economic
policies. These testable assumptions are made from selected sanples of
members of the two political parties and not from the entire membership (the
population). The result obtained can therefore be used to generalize for the
entire political party provided the sanpling is unbiased and gatistical inquiry is
properly carried out. This is technically called statistical inferences.

20



4.0

Making inferences is a question of chance however, there are methods
available to us to determine whether the results we obtain from a statistical
investigation could be attributed to a chance occurrence even if its opposite
were generally true.

On the other hand, we could also measure the odds that the result of our
investigation is false. This will place us in a postion to make right conclusion
on a particular social or political phenomenon. When we do this, there isto a
certain measure the possbility of the truth or the posgbility of the falsehood of
the assumption.

Inferential statistics utilizes sample data to make estimations, predictions or
other generalization about a larger set of data. It uses methods that generalize
results obtained from asample of a population and measure their reliability.

Inferential atistics can bedivided into two, namely: -

() Deductive statistics
(i) Inductive statigtics

(i) Deductive Statistics. - This is the act of drawing inferences about a
sample using our knowledge of the population. The process involves
arguing from the general (popuation) to specific (the sample). It is
deductive inference when probability of an asset within a population
context is obtained from a prior knowledge of the parameter of the
distribution.

(i) Inductive Statistics. - This is the process of drawing inference about
the population from the sample. It is arguing from the specific (sample)
to the general (population). Reasons of cost, time factor, accuracy and
other constraints may make a complete enumeration (census) of the
population impossble. The dternative is the use of concepts in
probability to draw a sample from the population, obtain the estimate in
the population parameter and test Satement (hypothesis) about the
parameter.

SELF ASEESSMENT EXERCISE 2

()  What do you understand by fAlnferential Statisticso?
(i) Distinguish clearly between inductive statistics and deductive statistics.

CONCLUSION

This unit has been able to explain the basic branches of statistics i descriptive
satigic and inferential satistics. It has also exposed you to the various
clasdfications of inferential statistics which are deductive and deductive
statistics.
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SUMMARY

Statistics as a branch of study has two main divisions, namely descriptive
satigtics and inferential statistics. The descriptive statistics has to do with the
collection, representation, organization and analysis of data while inferential
statigtics is concerned with interpretation, drawing inferences and measuring
the reliability of the inferences drawn. It therefore consists of drawing and
measuring the reliability abou a population based on information obtained
from a sample of the population. This branch of statistics can be inductive
(drawing of inference(s) abou the population from the sample) or deductive
(drawing inference(s) about a sample using our knowledge of population.

TUTOR MARKED ASSGNMENT

1. With appropriate and illustrative examples, explain the following
branches of statistics.

() Deductive statistics
(i) Inferential gatistics
(i) Descriptive statistics
(iv) Inductive statistics
2. Classify the following to descriptive or inferential statistics.

() Representation of data

(i) Measures of central tendency

(i) Tes of hypothesis

(iv) Making judgements (by using either the sample or the
population).
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INTRODUCTION

Statistics like many other fields of study has its peculiar terms and
terminologies. These terms are often used to describe the peculiarity of events
and actions in the art of collecting, organizing, analyzing and interpreting data.
Common anong these terms are data, array variables, sample, population,
sampling, sanpling error and sampling frame.

OBJECTIVES

At the end of this unit, you should be able to define the basic concepts in
statistics.

MAIN CONTENT
Data and Array

Data refers to a set or collection of usable information (singular: datum; plural:
data). It may be about animate or inanimate objects. Raw data are collected
data that have not been organised numerically. An example is the set of heights
of 100 male students obtained from an alphabetical listing of university
records.

The Standard English Dictionary defines data as facts and figures from which
conclusions can be drawn. In general, however, datistical data refers to
numerical description of quantitative aspects of a situation. Data are useful in
providing an informal understanding of situations, with an overriding view to
better dedsion making. Data collection is an activity or group of activities
aimed at getting information, facts and figures to satisfy given dedsion
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objectives. It is perhaps the most crucial of all the stage in data analyses and
interpretations.

Statistics as a body of methods intended for the study of numerical data, its first
step in any statistical inquiry is the colledion of the relevant numericd data
The data may be of two broad types. primary and secondary.

A primary data is a type of data colleded diredly from the source. These data
are collected by the enquirer, either on his own or through some agency set up
for the purpose, directly from the field of enquiry. This type of data may be
used with greater confidence because the enquirer will himself decide upon the
coverage of the data and the definitions to be used and as such will have a
measure of control on the reliability of the data The use of questionnaire,
direct observation, personal interviews etc. are examples of primary sources of
data.

The data may have already been collected by other agency, organization or
institution (private or public) and may exist either in published or unpublished
form. The researcher6 $ob is then to simply aacess them for research purpose.
Such data is cdled Seoondary Data. In making use of secondary data, the
enquirer has to be particularly careful about the nature, source and reliability of
the data.

Arrays. An array is an arrangement of raw numerical data in ascending or
descending order of magnitude. The major diff erence between data and array is
that data is information presented as obtained without arrangement in any order
but array is a set of quantifiable information arranged in order o magnitude
(either in ascending or descending order). For example, scores of 10 students is
given as 10, 12, 8, 7, 5, 6, 12, 10, 3 and 12. This is simply data. If this score is
arranged in ascending or descending order as follows: -

3,5,6,7,8, 10, 10, 12, 12, 12 or
12,12, 12,10, 10, 8,7, 6, 5, 3; it is called an Array.
CLASS ASSESSMENT 1

1. Distinguish clearly between primary and secondary data.
2.  What is an array? How is it different from data?

Variable, Sample and Population
Variables

A variable may be defined as a symbol such as X, Y, x, y, H, U b etc. that can
assume any of a prescribed set of values, called idomaino of a variable. If the
variable can assume only one value, it is called a ficonstantd. A variable that
can theoretically assume any value between two given value is said to be
continuous variable while the contrary is known as discrete variable.
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In statigtics, variable are better described as the charaderistics of the
individuals within the population. It is the charaderistic that varies from one
person or things to another. Variables can be categorized into two major
variables namely:

(i) Quantitative variables (i) Qualitative variables

Qualitative or categorical variables allow for clasgfication of individuals
based on some attributes or characteristics. They are non-numerically valued
variables, for example, colour (c) in a rainbow is a variable that can be red,
orange, yellow, green, blue, indigo and violet. However, it is possible to attach
subjective values to the colours e.g. indicate red by 1, orange by 2, and so on.
Another example of qualitative variable is Gender. This is because it alows a
researcher to categorize the individuals as male or female. It should be noted
that arithmetic operation cannot be performed on the attributes fimaled and
fifemaleo.

Quantitative variables on the other hand are numerically valued variable. They
provide numeical measures of individuals. Arithmetic operation such as
addition, subtraction, multiplication and division can be performed on them
such as meaningful results interpretation is obtained. Temperature is a
guantitative variable because it is numeric and operations such as addition,
subtradtion etc. provides meaningful results. For example, 70°C is 10°C
warmer than 60°C. Other examples of quantitative variables are scores of
students in an examination, ages of students, population of countries around the
world, inflation rates, volume of sales etc. Quantitative variables can be
clasgfied into 2, namely: -

(i) Discrete variable
(i)  Continuous variable

A discrete variable is a variable whose possble values can be listed, even
though the list may continue indefinitely. It usually involves a count of
something, such as the number of sibling s a person has, the number of cas
owned by a family, or the number of students in a statistics class. It does not
allow any value between two given whole number i.e. fractions and decimals
are not permitted. For instance, you cannot have 3%z siblings nor have 10.7
students in your class. Simply put, discrete variables are quantitative variables
whose possible values can be listed. It is aquantitative variable that has either a
finite number of posgble or countable values The term fi cuntabled means the
result from counting of positive/negative integers such as0, 1, 2, 3...

Continuous variable on the other hand is a quantitative variable whose
possible values form some intervals of numbers. Decimals, fractions and
proportions are alowed e.g. temperature of cities, scores in examination (e.g.
67%2 %), length of rubber (e.g. 105 mtrs) etc. A continuous variable is a
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quantitative variable that has an infinite numbers of possble values that are not
countable.

It should be noted that the list of observation a variable assimes is called data
While gender is a variable, the observations, male or female are data
Qualitative data are observation correponding to quantitative variable.
Quantitative data are observations corresponding to discrete variable while
continuous data are observations corresponding to a continuous variable.

The figure below illugtrates the relationship among qualit ative, discrete and
continuous variables.

Variables

l l

Qualit ative Quantitative

v !

Discrete Variable  Continuous Variable

Samples

A sample is just part selected to represent the population. It is the collection of
some members of the population based on a distinct definition. Covering each
and every member of the population in the course of an inquiry, as stated
earlier, is called complete enumeration. Sanple are better used for research
relative to complete enumeration (population) because it is carried out with less
efforts, less cost, shorter time, greater accuracy, greater scope coverage and
greater application.

A sample is simply put as a subset of the unit of a population. For exanple,
instead of polling all 60 million registered voters in Nigeria during a
presidential eledion year, a pollser might select and question a sample of just

1,500 voters. The 1,500 voters selected is the sample while the 60 million

people is the population. If the sample of 1,500 voters is carefully selected, the
results obtained for the sale can generalize for the population. A datistical
inference or inductive statistics is an edimate, prediction or some other
generalization about a population based on information contained in a sample.
Hence, instead of examining the entire group, called the population or universe,
one examines a small part of the group, called a sample which is that part of the
population from which information is obtained.

Population

In statigtics, the term fiPopulationo refers to the whole of any group of
individuals or items whose menbers (units) possess the same basic and clearly
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defined characterigtics. For example, the population of a country includes every
human being, adults, children, able and disabled people living within the
boundary of a country; the population of books in the library refers to all books
in the library and so on. We can have population of students, lawyers, teachers,
doctors, vehicles, drivers, etc. in agiven place at agiven point in time.

Population is a collection of all possible usable information as may be required
or as clearly defined. Population is relative. For example, a colledion of all 200
level students of accounting is a population within the framework of 20 level
accounting but a sanple when it comes to the university population or students
in the faculty of in which Accounting belongs. Pgpulation data is also known as
census data

SELF ASSEESSMENT EXERCISE 2

1. Define the following terms as used in statistics
(@ Variables
(b) Samples
(c) Population
(d) Discrete variable
2. Digtinguish clearly between
(@) Discrete and continuous variable
(b) Quantitative and qualitative variables
(c) Sample and population

Sampling, Sampling Error and Sampling Frame
Sampling

A sample has been defined as the part of a population, carefully selected such
that each menber of the population is likely to be selected and what is obtained
(sample) form a true representation of the population. The process of selecting
samples from the population to ensure accuracy representation and
unbiasedness is known as Sampling or Samping Technique. The goa of
sampling is to obtain individuals (sample) that will participate in a sudy so that
accurate information about the population can be obtained.

Sampling can either be random or non random. A random sample is one in
which every unit of the population has the same chance of being selected.
Thus, there should be no bias in the selection of any unit of the population. For
example, in selecting a class representative from a group of 40 students, every
student must have an equal chance of being selected as the representative for us
to have a random sampling. There should be no conscious or unconscious bias
in selecting a boy or girl, tall or short, fat or dim, brilliant or dull. Non random
sampling is a method of collecting information where the interviewer selects
his’her units/respondents not in accordance with the rule of chance. He/she is
free; subject to some restriction to select hisgher own units or respondents.

25



(i)

(ii)

Such sanpling is bias. It is approximate when the cost or efforts of getting data
IS enormous and there is no sanple frame.

Some of the basic technique used in statistical sampling include: -

(1) Simple Random Sampling
(i)  Systematic sampling

(i)  Stratified sampling

(iv)  Multi-stage sampling

(v)  Quotasanpling

(vi)  Cluster sampling

(vii) Convenience sampling

Simple Random Sampling: - A random sample of n experiment has been
defined as the individual seleded from population in such a way that every
different sample of size n has an equal chance of selection. The word 6 andomd
does not mean haphazard. It refers to a definite method of selection. A random
sample is one in which every member of the popuation has equal chance of
being selected in the sample. A tedhnique for obtaining a random sample is to
assign numbers or names to each of member of the population. Write these
numbers on small pieces of paper; place them in a box and after mixing
thoroughly, draw from the box in the lottery fashion. Although, random
sampling is a long and expensive operation, it gives a reliable, unbiased picture
of the whole population. This method of selection is possble where the
population is homogeneous and relatively small; the sampling frame has to be
completed. The most basic sample survey design is simple random sampling,
which is often abbreviated as random sampling. Simple random sampling can
be with replacement or without replacement. The sanple obtained from simple
random sanpling is the simple random sampling.

Systematic Sampling: - For practicd work, it is easier to select every earned
item in a list of the popuation. This method is termed fisysematic samplingo
i.e. the first of the sample unit being selected by some random process For

instance, if the list comprises a population of say 25,000 and the sanple

required is 500 the selection of every 50th item i.e. 22220 will yield the

required sample. Systematic (random) sanpling is easier to exeaute than simple
random sampling and usually provides comparable results. The sample
obtained from sysematic sampling is systematic sample. A systematic sample
is obtained by selecting every Kth individua from the population. The first
individual selected is a andom number between 1 and K. The method is
simple, save times and cheap. However, it is only applicable when the
population is relatively small. The method is sometimes termed quasi-random
based on the nature of the selection. For this method of sampling, there must be
a compete and up-dated sanpling frame. If adequate care is taken, its
approximates is sufficiently close to smple random sanpling. The method is
not completely random because once the initial starting point has been
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(iv)
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determined, it follows that the remainder of the item selected for the sample are
represented by constant interval.

Stratified Sampling: - When population is homogenous (same), simple
random sampling or systematic sampling is appropriate. However, when
population is heterogeneous i.e. comprises of different categories or form; a
stratified sample can be taken. This is because the item/observation in different
units will behave differently. In stratified sampling, the population is divided
into strata, groups or blocks of units in such a way that each group is as
homogeneous as possible (has same charaderistics). Using sratified sampling
technique, more accurate information is obtained though a a higher cost
especialy at the planning stage. A member of congress wishes to determine her
constituencyé spinion regarding estate taxes. She divides her constituency into
three income classes low income, middle income and upper income classes.
She then takes a random sample of households from each income class This is
apractical dratified sanpling.

Multi-Stage Sampling: - This is where a series of samples are taken at
successive stages. For instance, in a case of national sample, the 1st stage will
be to break the sample into the main geographica areas. In the 2nd stage, a
limited number of town and rural districts in eadh of the states will be selected.
In 3rd stage within the selected towns and rural districts, a sample of
respondents allocaed to each state is drawn. This may also involve the list in
which certain households are selected and many more stages may be added.
This process may be repeated until ultimately a number of quite small areas in
different parts of the country have been selected. A random sample of the
relevant people within each of these groupdareas is then chosen for the
research.

Quota Sampling: - To economist and business managers, time and cost is
taken into consideration in sanple data, for this reason, a method of sampling
known as quota sampling is extensively employed by many organisations. The
interviewer is interested in carrying out number of interview with samples that
conforms to certain requirement or law or rule. This rule may be restrictions
imposed by sex, age, social group, geographical location or state of origin. A
very good example is the selection of politicd officers (e.g. Senate President)
from a particular geographical locaion. An important advantage of quota
sampling is that it is not expensive in terms of money and time to conduct. Like
other non-random sampling in quota sampling, there is no basis for computing
the standard error of statistic and therefore the result cannot be taken precise.

Cluster Sampling: - In his technique, the country is divided into small areas;
similar to multi-level sampling method. The interviewers are sent to the person
they can find in an area of interest. Cluster sampling involves the use of the
reference map of the area of interest. With the aid of the map, the area to be
surveyed may be divided into smaller units and random sampling will be used
to select some of the areas. The group of individuals so formed is known as

27



(vii)

332

3.33

cluster. The most important advantage of cluster sampling is that, it is not
expensive to conduct compared with other method of sample survey. However,
the basic problem that may hamper the applicaion of this method is that the
individual cluster may be heterogeneous,; therefore, the final solution of
&luster Will involve arandom sampling.

Convenience Sampling: - Convenience sampling is probably the easiest
sampling method. A convenient sample (obtained from convenience sampling)
is a sample in which the individuals are easily obtained. There are many types
of convenience samples, but probably the mos populace are those in which the
individuals in the samples are self seleded (i.e. the individual themselves
decide to participate in a survey or not). Examples of self-seleded sampling
include phore in polling where a radio personality will ask his or her listeners
to phone the gation to submit their opinions. Another exanple is the use of
internet to conduct surveys. It is closely related to Haphazard selection in
which the interviewer makes a Gandomd selection according to the dictate of
his mind. This method encourages bias into the selection of the units of
intered.

Sampling Frame

For a well representative sample to be selected, there is need for a detailed
account of al units of the population from which a sample is to be selected.
Such adetailed account can be found in the sampling frame. A sampling frame
is the list of all the population units from which sanple units are identified and
seleded. The sampling frame must be complete and constantly revised and
updated. Exanples of sampling frame include a school register, a votersd list,
and the telephone directory.

Sampling Error

Sampling error is the error that results from using sanpling to estimate
information regarding a population. This type of error occurs because a sample
gives incomplete information about the population. It measures the deviation
between the sanpled $ehaviour and the populationd sharacteristics. Sampling
errors may be as areault of: -

(i) Error due to bias.

(i)  The nature of the questionnaire.

(iiiy  Memory error (the respondent may give wrong information when the
event being investigated has along time).

(iv) Coding error (the use of wrong codes in carrying out the statistical
survey and collation).

(v)  Editing error (error that emerges in coding e.g. writing 1997 instead of
1977).

(vi)  Error due to tabulation (sometimes errors emerge as a result of wrong
tabulation of gatistical information).
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(vii)  Error in the sharing of questionnaires.
Advantages and Disadvantages of Sampling
Advantages: - The merits of using sampling include:

(1) Sampling saves time and money.

(i)  Smaller number involved in sampling make i @l backsd possible and
alow for thorough check on returned questionnaire.

(i)  Compared with the process of complete enumeration, less number of
people will be employed and effectively used, in the course of sampling.

(iv)  Thereault from sampling is obtained within a short period of time.

(v)  The error can be measured and reaily handled.

(viy The result obtained from sampling may be more accurate if well
conducted.

Disadvantages. - The demerits of using sampling include:

(i) It cannot be used where the sanpling frame is adequate or completely not
available.

(i) Sampling method breeds sampling errors which if not properly handled,
may affect the result.

(iif) It can be manipulated to suit the purpose of investigator or collector.

CONCLUSION

The unit has been able to expose you to the nitty-gritty of the essential
concepts, terms and terminologies used in gatistics.

SUMMARY

Data are sets of statigical information while array is a set of data arranged in
ascending or descending order of magnitude. Variables are the instruments
used to ohtain data. Variables may be quantitative, qualitative, discrete or
continuous. Sanple is the subset of the entire enumeration (census) upon which
statigtical investigations are caried out. A good sample is expected to give
exact behaviour or result as the population. The techniques of obtaining sample
are caled sampling. Sampling may be random (when each item has equal
chance of being selected) or non-random (when there is bias in the selection
process). Sanpling techniques are numerous. Some of them include simple
random sampling, sratified sampling, systematic sampling, cluster sampling,
multi-stage sampling, convenience sampling etc. Sampling has a lot of
advantage but it is not devoid of some demerits.
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TUTOR MARKED ASSGNMENT

1. Write short but explanatory notes on the following sanpling techniques

(@
(b)
(©)
(d)
(€)

Convenience sampling
Multi-stage sampling
Systematic sampling
Simple random sanpling
Stratified sampling

2. ldentify the type of sampling used in addressng the following statistical
inquiry.

(@

(b)

(©)

(d)

(€)

In an effort to determine consumer satisfaction, United Airlines
randomly select 50 flights during a certain week and survey all
pasengers on flight.

In an effort to identify whether an advertising campaign has been
effective, a marketing firm conducts a nationwide poll by randomly
selecting individuals from alist of known users of the product.

A radio station asks its listeners to call in their opinion regarding
the use of American forces in peacekeeping misson.

A farmer divides his orchard into 50 subsections, randomly selects
4 and samples all of these within the 4 subsections in order to
approximate the yield of his orchard.

A survey regarding download time on a certan website is
administered on the internet by a market reseach firm to anyone
who would like to take it.

3. A manufaduring company has 80 employees and each employee keep a
record of his or her production on a weekly basis. Find below a record of
production for 80 employees for the month ended Septenber 30th.

40
58
87
37
21
95
48
51
89
43

22 50 61 30 58 51 75
700 73 59 49 55 63 38
57 23 41 60 57 52 77
62 53 83 48 73 28 31
76 32 57/ 53 25 42 63
54 64 39 8 54 33 45
22 53 65 26 65 87 43
66 34 /8 55 4 27 74
46 67/ 45 30 57 97 81
28 9 47 79 56 68 35

Required: Form an array from the set of the raw data
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INTRODUCTION

In the last unit, you were taught the meaning and various types of data. In this
unit, we shall be discussing the various ways of collecting data as well asthe
challenges inherent in collecting data.

OBJECTIVES
At the end of this unit, you should be able to: -

(i) Identify and explain the various ways of collecting data; and
(ii) Explain the problems associated with data coll ection.

MAIN CONTENT
M ethods of Collecting Data

Whether the data to be collected is primary or secondary, the collection may be
done in either of the two ways. -

(@ Complete enumeration; and
(b) Representative enumeration

In complete enumeration, each and every individua of the group to which the
data relates is covered and information gathered for each individual separately.
In representative enumeration, only a representative part of the group is
covered, either because the group is too large or because the number of items
on which information is sought is too large. This is the case of sampling.

By data collection, we mean the principles, tedniques, approaches and
strategies used to seek for information espedally for satistical analyses.
Business data are collected in normal cause of administration and not
specificdly for gatistical purpose. Proper care must however be taken when
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(ii)

collecting data or either statistical or non-gatistical use. Once a researcher has
decided the type of datato employ, the next thing is to set out strategies on how
the data is collated.  Generally, there are numerous sources of data, the
commonest ones are: -

(1) Direct observation

(i)  Personal interview

(i)  Use of questionnaire

(iv)  Reports/Results of experiment

(v)  Extradion from already established results

Dired Observation: - This isthe easiest of all and all it requires is to observe
al the items in a specified population and draw conclusion from them. For
example, a child psychologist might observe and recrd the level of aggressive
behaviour of a sample of nursery students playing on a schoold glayground, a
secondary schod student may observe the most bought car by the member of
staff in his schod by observing the brand of cars parked at the parking space.
The researcher or data colledor makes no attenpt to control any aspect of the
experimental units, he only observes.

This method may entails sending observers to remrd what adually happens
while it is happening at the current period. It can either be participatory or non
participatory. The method is chegp and easy to undersand. It equally has
limited chance of being inconsistent. However, it cannot be used for collection
of a vast range of data; it takes time and may be ambiguous when dealing with
voluminous data. Direct observation as a method reduces the chance of
incorrect data being recorded but it is limited by the size of observation. Thus,
the method may involve observation, measurement or counting.

Personal Interview: - This is the method of colledion which involves more
than one person. There are two categories of people involved; the interviewer
and the interviewee. The interviewer carefully request response from the
guestions, he asks orally from the interviewee. The (interviewer) researcher
asks the interviewee some questions verbally to provide a guide to what is
being investigated. The interviewee may be expected to record facts and
information as accurately as posdble. This may be done electrically or
otherwise. Interview is equally used in personal invesigations and team
investigation (where investigators go to the interviewee in group), it is
sometimes called delegated personal investigation. Personal interview is
sometimes cdled Survey. Survey requires researcher to sample a group of
people, ask one or more questions and record the responses. Probably, the most
familiar types of survey is the public opinion poll (e.g. political poll). Survey
can be conducted through mail, with telephone interviewer or with in-person
interviews. Although, in-person interview are more expensive than the mail or
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telephone surveys, they may be necessary when complex information is to be
collected.

Interview provides first hand information, allows for a feed back and has high
probability of receiving accurate information. However, it may be bias due to
the personality, mood and pretence of the interviewee on issues.

Questionnaire: - A questionnaire is a carefully designed form to be completed
by the respondent (the person that fills the form). The questionnaire may seek
to know the bio-data (age, sex, marital status, state of origin, nationaliti es etc.);
or contain direct questions on the main issue to be investigated. The researcher
(the person that prepares the questionnaire for research purpose) prepares a set
of question to be responded to by respondent in written form. The questions are
made clear, detaled and unambiguous. After the respondents must have
properly responded to the questionnaires in writing the researcher then arrange
the questionnaire for collation and analysis. The list of the questions may be
sent by pog or by mail and may be returned via the same medium.

This method is cheg (especially if the questiomnaire is posted or mailed and
received the same way). It aso gives the reseacher and the respondent enough
time to gather, repond to the questionnaire and analyse it. Results of the use of
guestionnaire are usually of high reliability because of the confidentiality
attached to it. The disadvantage of questionnaire includes false data from
respondents, misunderstanding of the question, forgetfulness etc.

Quedtionnaire method of data collection is cheap. You doné have to go to the
respondent, it could be sent through electronic mail or be posted. It could
equally alow the respondent to supply the information required by the
researcher. However, there could be some wastage of time in responding to the
guestionnaire if the respondent is not responsive enough. This may cause some
delay in the conduct of the research.

Reports / Results of Experiment: - This method is of interest to the
production managers, engineers the scientist etc. It requires carrying out
experiments (not necessarily in the laboratory) and using the result to
determine the behaviour of certain things or circumstance. The researcher
exerts gtrict control over the units (people, objects or things) in the study. For
example, a medical study which intends to investigate the potency of aspirin in
preventing heat attacks. Such experiments may be carried out on a number of
patients that use the tablet (aspirin) and whatever result obtained is subject to
generalization based on its validity and reliability. Results must be properly
recorded after experiments have been carefully carried out to meet the
standards required. However, the major disadvantage of this method is that, it
is rather expensive and may also give a misleading result if the experiment is
not carefully carried out.
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(v)

3.2

4.0

Extraction from already Established Result: - This is one of the commonest
ways of collecting secondary data. In this approach, the data of interest has
aready been collected for the researcher and available in published source,
such as book, journals, newspaper, the internet etc. Users of data extracted
from already established results are not the original collector of the data. As a
result of this, he may not have thorough understanding of the background of the
data, compared to the original data collector. As such, the user of aready
edtablished data may be ignorant of the limitations and assumptions taken in
compiling the data. However, it is afast way of collecting data because the data
is aready in existence only to be accessed and utilized.

CLASS ASSESSMENT EXERCISE 1

1. Outline the advantages and disadvantages of collecting statisticd data via
each of the followings means
(i) Questionreire
(i)  Direct observation
(iif)  Report or Result of Experiment

2.  What are the limitations of obtaining satistical data or information from
an arealy established result?

Problems of Data Collection

Data collection can be difficult or inaccurate sometimes. The absence and
unavail ability of accurate statistical data may be due to al or some of the
following reasons:

() Lack of proper communication between users and producers of satistical
data.

(i) Difficulty in estimating variables which are of interest to researchers and
planners.

(i) Ignorance and illit eracy of the respondents.

(iv) High proportion of non response due to suspicious on the part of the
respondent.

(v) Lack of proper framework for which samples can be selected.

(vi) The wrong ordering of priorities including misdirection of emphasis and
bad utili zation of human and material resources.

CLASS ASSESSMENT EXERCISE 2

What are the problems you may likely encounter as a sudent of statistics in
finding out the factors responsible for poor performance of secondary schoal
students in Mathematics?

CONCLUSION

This unit has been able to introduce you to the various ways through which
researchers obtain information and data Datais indispensable tool in statistical
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analyses. This cdl for serious attention to ensure that data used in analysis are
free of errors, bias and other problems. The units also highlight the likely
problems researchers and statisticians encounter in the course of collecting
data.

SUMMARY

Data collection may involve the direct participation of the collectors as we
observe in primary data collection (direct observation, use of interview and
guestionnaire as well as carrying out experiments). In case of seoondary data,
e.g. extracting already established result, the data collector is not involved in
the collation of the data. The data alrealy exists, he only access it and make
proper use of it. Each of primary and secondary sources of data colledion has
their own shortcomings.

TUTOR MARKED ASSGNMENT

1. Outline and discuss any four ways of collecting data.

2. Compare and contract dired observation and questionnaires as primary
sources of data.

3. Choose a research of your interest; enumerate how you will collect the
data and the problems you are likely to encounter in the process of
collecting the data.

REFERENCES/FURTHER READINGS
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INTRODUCTION

In the last unit, you have been exposed to the various approacdes of collecting
data. Data collection is not the only activity in statistic. Collected data has to be
properly arranged and organised. This will make analysis and interpretation
easier.

This unit shall discuss the techniques and terminologies used in arranging and
organizing data such that the information or data collected becomes compact
and easy to manage. The unit shall equally introduce you to how data are
organized for grouped data as well as for the ungrouped data.

OBJECTIVES
At the end of this unit, you should be able to: -

(i) Distinguish clearly between grouped data and the ungrouped data.

(i) Explain the terminologies used in organizing both grouped and ungrouped
data.

(ii) Organize raw data in either grouped or ungrouped pattern i.e. construct
frequency distribution tables.

MAIN CONTENT
Organization of Ungrouped Data

An ungrouped data is an array of information such that each item has its own
individual frequency or occurrence. The information or data are not in group
but treated as individuals. In order to prepare an ungrouped frequency
digtribution, each data is counted physically and recorded with the use of
strokes (tally), which is later written out in figures under the frequency column.
This in totadlity is called frequency distribution. A frequency distribution lists
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the number of occurrences for each category of a data An ungrouped
frequency distribution shows at glance the number of times each of the data
occurs (frequency) and the sum of times all data occur (B f). The method is
stronger and more compact than array presentation.

Example: Given the ages of studentsinaclassas: 10, 8,9, 7, 8, 10, 11, 8, 12,
6,7,8,10,8,7,7,9,9,8,10,8,8,8,7,8, 11, 11, 8, 10, and 11.

Required:
(8 Present theraw datain an array using
()  Ascending order of magnitude
(i) Descending order of magnitude
(b) Present the datausing ungrouped frequency distribution table
(c) Fromthetable, find;
() The most occurring students age
(i) The difference between the age of the oldest student and the age of
the youngest student.
(iif) How many students are older than a 7-year old student?

Solution
(8 Array in ascending order of magnitude (smallest to highest): 6, 7, 7, 7, 7,
7,8,8,8,8,88,828,828,8,9,9,09,10, 10 10, 10, 10, 11, 11, 11, 11, 12

Descending order of magnitude (largest to smallest): 12, 11, 11, 11, 11,
10,10, 10, 10, 10,9,9,9,8,8,8,8,8,8,8,8,8,8,8,7,7,7, 7,7, 6.

(b)

Ages Tally Frequency

6 I 1

7 H 5

8 HH - 11

9 I 3

10 e 5

11 I 4

12 I 1
Bf =30

Note: B f = total of the frequency columni.e. (1+5+11+3+5+4+1).

() (i) The mos occurring age is 8 years old with 11 students.
(i) The oldest of sudent = 12 years

The youngest student = 6 years

.. Difference between the age of the oldest and the yourgest student =
127 6 =6 years.
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3.2

(i) The students older than a 7-year old student are those above the age
of 7 i.e. those whose age 8 years and above.

Years Frequency
8 11
9 3
10 5
11 4
12 1
Bf =24

Therefore, 24 sudents out of the 30 students are older than a 7-year old
student.

CLASS ASSESSMENT EXERCISE 1
The places of birth of some past United States Presidents are given:

Virginia, Massachusetts, Virginia, Virginia, Virginia, Massachusetts, South
Carolina, New York, Virginia, Virginia, North Carolina, Virginia, New York,
New Hampshire, Pennsylvania, Kentucky, North Carolina, Ohio, Ohio, Ohio,
Vermont, New Jersey, Ohio, New Jersey, Ohio, New York, Ohio, Virginia,
Ohio, Vermont, lowa New York, Missouri, Texas, Massachusetts, Texas,
California, Nebraska, Georgia, lllinois, Massachusetts, Arkansas and
Connecticut.

Required:

(@ Construct afrequency distribution of the state of birth.
(b) Usethetable to answer the following questions:
()  Which of the states has produced the president most often?
(i)  In which states has the president being produced only once?
(iif) Which states produce the presidents twice?
(iv) How many states have produced the president for more than once?

Organization of Grouped Data

Data organized and summarized in such a way that information are classified
by groups or classes, are called grouped data. The tabular arrangement of data
by classes together with the corresponding class frequencies is called frequency
distribution or frequency table of grouped data. Although, the grouping process
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(ii)

(iif)

(iv)
(v)

(vi)

generally destroys much of the original detail of the data, an important
advantages is gained in the clear fioveral |pi6ture that is obtained and in the
vital relationships that are thereby made evident. There are some terminologies
used in preparing grouped data. They are:

(i) Class/Groups

(i)  Classsize/class width

(i)  Classinterva and class limits

(iv)  Freguency

(v)  Cumulative frequency and cumulative frequency distribution
(vi) Relative frequency and relative frequency distribution.

(vii) Class boundary

(viii) Lower class boundary/lower class point.

(ix)  Upper class boundary/upper cut point.

(x)  Class mark or the midpoint.

ClasgGroup: - This is the categories for grouped datae.g. 2171 30, 3171 40, 41
i 50,517 60 etc.

Class Size/Width: - This is the number of items (data) that form a group. In
the exanple above (217 30, 317 40,4171 50,517 60 ..., the class size is 10
because there are 10 item in each group. Closely related to this is the class
limits eg. 3117 21 = 10, 40 i 30 =10. The class size is also called the class
length, denoted by c. It could also be obtained by finding the difference
between the two conseautive lower or two conseautive upper class boundaries.

Class Intervals and Class Limits: - A symbol defining a class such as 41 i
50, is called the class interval. The end numbers 41 and 50 are called class
limits, the smaller (41) is the lower class limit and the larger (50 is the upper
class limit. The term class and class intervals are used interchangeably although
the class interval is actualy a symbol for the class. A class interval (atleast
theoretically) has either no upper limit or no lower class limit indicated is
caled an open class interval. For example, referring to age group of
individuals, the class interval 65 yearso and above is an open class interval.

Frequency: - This is the number of observations that fall in aclass

Cummulative Frequency and Cummulative Frequency Distribution: -
Cummulative frequency is the summing up of the frequencies of each class
while cummulative frequency distribution is the listing of the classes and their
cummulative frequency.

Relative Frequency and Relative Frequency Distribution: - The relative
frequency is the proportion or percent of observation within a
category/group/class relative to the entire sample size. Simply put, it is the ratio
of the frequency of a class to the total number of observations The relative
frequency distribution on the other hand, is the listing of all classes and their
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(vii)

(viii)

(ix)

)

relative frequencies. It lists the elative frequency of eadh category of data

- f f d/ unit
RelathffReqR ntC = requency o agroupe. uni
um of a frequencie

Class Boundaries - In an attenpt to introduce continuous variable into class
intervals, class boundaries emerge. For example, if heights are recorded to
nearest inch, the class interval 60 i 62 theoretically includes all measurement
from 59.5 to 62.5. These numbers, indicated briefly by the exact numbers 59.5
and 62.5 are called class boundaries, or true class limits. Hence, the class
boundary is59.51 62.5.

Lower Class Boundaries/Lower Cut Point: - This is the least component of a
class boundary for each group. In the example above, the lower class
boundaries is 59.5. It is the smallest value that could go into aclass

Upper Class Boundaries/Upper Cut Point: - This is the highest opponent of
a class boundary for each group or class. In the example above, the upper class
boundary is 62.5. Upper class boundary or upper cut point is the highest value
that could go into aclass It is equally the smallest value that could go into the
next higher class

Class Mark / Midpoint: - The class mark is the midpoint of the class interval
and is obtained by adding the lower and the upper class limits or those of the

class boundaries and divide by 2. Thus, the class mark or midpoint of 60

62 ts 22 of 59'5;62'5: 61. For the purpose of further mathematical

analysis, all observations belonging to a given class interval are assumed to
coincide with the class mark.

Example: Given the days to maturity for 40 short term investments as:

70 64 99 55 64 89 87 65

62 38 67 70 60 69 78 39

75 56 71 51 99 68 95 86

57 53 47 50 55 81 8 98

51 36 63 66 8 79 83 70
Required:

(@) Preparethe frequency distribution for the data using the class interval 311
40,417 50,5171 60 é , dong with the class boundaries.

(b) In addition to (&) above, prepare the columns for the midpoint, relative
frequency, cummulative frequency and the cummulative relative
frequency.
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Solution

Class Groups | Class Boundaries | Tally | Frequency | Midpoint CF“rﬁe"qT- I5r Z‘H R%un;?]eq
317 40 30.57 405 |1l 3 355 3 0.075 | 0.075
417 50 4057 505 |l 2 45.5 5 0.050 | 0.125
517 60 50.57 60.5 | HH NI 8 555 13 | 0.200 | 0.325
6171 70 60.571 70.5 | HH HH I 12 65.5 25 | 0.300 | 0.525
7171 80 7057 80.5 | HH 5 75.5 30 | 0125 | 0.750
8171 90 80.571 90.5 | HiI 6 85.5 36 | 0.150 | 0.900
917 100 90.57 1005 | 4 955 40 | 0.100 | 1.000

Bf =40

CLASS ASSESSVMENT EXERCISE 2

The marks below are obtained from an examination conducted for 64 students:

78 62 44
40 50 51
35 50 56
59 64 58
60 62 70
50 40 50
Required:

(a) With the class size of 8, starting with 301, how many classes will the
scores be grouped.
(b) Prepare a frequency distribution table for the score including the class
boundaries, the frequency columns.

40 CONCLUSION

46 34
48 56
48 58
44 54
40 54
56 36

53 40
81 61
70 38
55 76
36 48
7771

51
47
50
40
54
73

67
40
36
64
31
66

55
46
61
66
52

46
49
67
46
30

The unit has been able to expose you to the tedhniques involved in arranging or
organizing data (either using the grouped or ungrouped approad). You have
also been properly introduced to some terminologies used in preparing
frequency tables of grouped data These terminologies shall be useful for you
in subsequent modules.

5.0 SUMMARY

After data has been collected, there is a need to arrange and organize them into
a compact form. This is usually done with a table known as the frequency
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7.0

distribution table or the frequency table. Such tables can be prepared for both
grouped and ungrouped data.

TUTOR MARKED ASSIGNMENT

1. 8 Arrange the numbers. 17, 45, 38, 27, 6, 48, 11, 57, 34 and 22 in an array.
b) Determine the difference between the highest and the least observation.
2. The final grades in mathematics of 80 Sudents in a state university
examination are recorded in the accompanying table.

68
73
61
66
96
79
65
86

(@
(b)

(©)
(d)

84 75 82 68 90 62 8 76 93

79 8 73 60 93 71 59 8 75

65 75 8 74 62 95 78 63 72

7 8 75 94 77 69 74 68 60

7 8 61 7 9% 60 79 83 71

62 67 97 78 8 76 65 71 75

80 73 57 8 78 62 76 53 74

67 73 8 72 63 76 75 8 77
From the above, find the highest grade, the least grade and the
difference between the highest and the least grade.
Find the grades of the

(i) Five highest ranking students.

(i)  Fivelowest ranking students.

(i) The student ranking 10th highest.

(iv)  Number of students who received gradesof 75 or higher.

(v)  Number of students who received grades below 85.

(vi) Percentage of students who received grades higher than 65

but not higher than 85.

Prepare the frequency distribution table, using the class interval of
5071 54,557 59,6071 64, and so on.

Obtain the midpoint, cummulative frequency, class boundaries,
relative frequency and the cummulative relative frequency for each

group.

REFERENCE/FURTHER READING
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McGraw-Hills limited, New Delhi.
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Edition. Pearson Prentice Hall, Upper Saddle River, New Jersey.
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INTRODUCTION

In the last module, statistics has been defined as the process of collecting,
organizing, analyzing and interpreting data in order to make appropriate
decision. This implies that statistics is not limited to collection of data; the data
collected has to be property organized and represented.

In statisticd analyses, information gathered can be presented in the form of
table (e.g. descriptive tables, frequency distribution table etc), charts, graphs
and curves. Table is perhaps the most widely acceptable way of representing
data because of the ease in interpreting information presented on it. It is widely
used in all disciplines i.e. it is not limited to dsatigics, Mathematics,
Economics, Social Sciences and Allied Sciences. The presentation of data in
the tabular form gives an idea of the digribution of the information gathered
for further evaluation.

OBJECTIVES
At the end of this unit, you should be able to;

() Define the word AT abled and states its components,
(i) Explain the feaures or properties of a Good Table and
(i) Outline the importance of Table in Statistic and other related disciplines.

MAIN CONTENT

Definition and Scope of a Table

A table is an orderly arranged list of information, facts or data. It is usually set
out in rows and column in an attempt to summarize large quantity of data by
presenting it in a condensed, compact and lucid manner. Table can aso be
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described as a methoddogical and orderly arrangement of information using
rows and columns. The vertical classifications or divisions form the column
while the horizonta clasdfication from the row. A table is simply an orderly
arrangement of information showing the relationship between or among
variables.

The presentation of data in form of tables is preferred by statisticians because a
table may be so constructed as to include the whole max of data in a concise
form. A table should have anumber of parts.

(i)
(if)
(iii)

(iv)
v)

Title: - A title gives a brief description of the content. Every table is
expeded to have atitle.

Stub: - The extreme left part of a table which is meant to give a
description of the rowsis cdled the stub of the table.

Caption: - The upper part of the table which gives a description of the
various columns is the caption of the table. The caption may have to be
accompanied by a mention of the units of measurement for the data of
each column and also by column numbers.

Note: Title, stub and capture, taken together, are said to form the box
head of thetable.

Body: - The body is the principal part of the table, where the figures are
exhibited.

Foot note: - Mog tables also have footnotes, where the sources of the
data are indicated and explanations given regarding the scope, source
notes and reliability of items are stated.
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Examples of tables areillustrated below:
Exports and Imports of Oil seals and Vegetable Oils in Nigeria, 19911 1992

Quantiti es (Tonner) Value (Nm)
Exports Dec. Dec June i Dec | June T | Dec 1991 | Dec. Junei Dec. | Junei Dec
1991 1992 1991 Dec 1992 1992 1991 1992
H.P.S
Groundnut | 3024 | 171 | 6262 8894 2.56 5745 | 123 175
Kernel
Castor oil 375 6538 9604 7137 1021 171.14 | 398 196
Imports April April June 1 July | June T | April 1991 | April June T | June i July
1991 1992 1991 July 1992 1992 July 1991 | 1992
Mustard 6 530 5554 2388 0.05 10.7 64 25
Seeds
Soya bean | 7961 | 4465 9006 7971 176.7 168 285 294
oil

Source: Agricultural situation in Nigeria (Various Issues). Economic and Statistical
Review (Various Issues) of the CBN

Example 2
Consider the following marks obtained by students in an entrance examination.

AbG Score English: 40%, Maths. 60% General Knowledge: 80%
Bbd Score English: 80%, Maths. 60% General Knowledge: 60%
CO Score English: 80%, Maths. 40% General Knowledge: 60%
D6 Score English: 60%, Maths: 50% General Knowledge: 80%

It is observed that this piece of information does not make for easy
comprehension. You arerequired to:

(i) Show the digribution of the sudentsd performance in the courses with the
use of ahypothetical table.

(i) Compare and contragt the array of the information given and the table
constructed
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Solution

Performance of students in an Entrance Examination

Student Math (%) | English (%) | General Knowledge (%) | Total Marks
A 60 40 80 180
B 60 80 60 200
C 40 80 60 180
D 50 60 80 190
Total Score 210 260 280 750

3.2

Form the table, we can see at a glance the relative performance of the four
students, we can also interpret the relative performance in the 3 subjects. Based
on the table, we can draw some inferences or conclusions. The aggregate marks
in the last column shows that fisudent Bo has the highest total mark of 200. On
subject basis, sudent A and B are the best in Maths, B and C the best in
English and Student A and D, the best in General Knowledge.

By and large, the table provides us with detailed and more analytica
information than the array of the scores.

SELF ASESSMENT EXERCISE 1

Consider the following information on the performance of some students in the
post UME examination.

Matta English 57%, Math 50%, Current Affairs 81%
Idoko: English 87%, Math 79%, Current Affairs 67%
David: English 69%, Math 62%, Current Affairs 61%

@
(b)

Features or Properties of a Good Table

Present the performance of the sudents in atable
Interpret your findings.

Although, tables are very useful in satisticd analyses, they serve their
purposes more effectively and efficiently if their construction adhered to some
basic principles, laws and tenets. A good table should satisfy the following

properties:

(i) It must have a neat outlay and be easily understood i.e. self contained
and self explanatory.
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3.3

4.0

(i)

(i)
(iii)
(iv)
v)
(vi)

(i) It must have a general explanatory title or healing. The title should be
clear, unambiguous and concise. It must indicate the purpose of the
table.

(i) The units of measurement must be clearly defined and shown.

(iv) It must contain foot notes and source notes to describe the details and
the origin of the table.

(v) It must have column title to indicate the type of items classfied in the
column.

(vi) It must have row title to indicate the type of item classified in the row.

SELF ASSEESSMENT EXERCISE 2

Outline the any fire properties of a good Table as a medium of data
representation.

Importance of Table
The specific importance of Table in atistics and other relates disciplined are:

It is used to interpret data more vividly and more clearly

Data in table can be used for comparative analysis

Quick decisions can be taken based on information derived from tables
Information from tables occupies less space

Tables reveal at a glance, the information conveyed on the data

The data presented in a table can be used to forecast future performance of
the variables involved.

(vii) A clearer relationship between or among variables is shown with the use of

tables.

(viii)  Summary of information being presented are shown with the use of tables.

(ix)
x)

Same tables present information which are useful for further research
Required information or figures are easily located from tables.

CLASS ASSESSMENT EXERCISE 3
Of what relevance are tables to statistical analyses?

CONCLUSION

As one of the major way of representing data, table has been defined as an
orderly presentation of data in raw and column from which satistical
inferences can be drawn. The unit also outlines the congtituents, properties and
the importance of tables in statistics and every day activities.
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SUMMARY

A dtatistical table is an orderly presentation of data in rows and columns. It has
the primary advantage of condensing and thereby fadlit ating comparison of
data collected. It also allows for easy summarization of item and detection of
error. Repetition of explanations, figures headings and notes can be avoided
through the contraction and the use of datistical tables. A datistical table is
equally easier to comprehend than a max of unorganized data (array).
However, a good table has to be properly presented and adhere to all the
principles and rules guiding the construction of tables in order to be able to
achieve its set down goals.

TUTOR-MARKED ASSIGNMENT

(1) In 1976, 578,000 candidates under 13 yeas of age took entrance
examination to government secondary school. Out of these candidates,
335,000 of them were boys and the rest girls. When compared with 1975,
the total number increased by 3,100, the increase of 7200 boys was nearly
offset by a decrease in the number of girls. By 1976, 300,000 candidates
of 11 years of age (110,000 girls) sat for the entrance examination.
Compared with 1975 figure, the total increased by 8,200 out of which
there were 4,900 boys, 32,000 girls and 57, 000 boys aged 10 sat for the
entrance examination in 1975 and in 1976, the figure were increased by
5,000 girls and 8100 boys.

Construct a table form the above information and show all relevant tota
and sub-totals comment on the results.

(2) The table below gives the average annual output of major food crops in

Nigeria
Average annual output of Mgjor food crops in Nigeria (1960 - 1971) Years
(output in million Tones)
Crops 1960-62 | 1963-65 | 1966-1968 | 1969-71 | Total Output | Average Output
1960-1971 (1960-1971)
Sorghum | 3.979 4.172 3.126 4.041
Mill et 2.576 2.64 2.273 2.957
Rice 0.220 0.215 0.312 0.277
Maize 1.101 1.148 1.095 1.425
Cowpea | 0.481 0.622 0.593 0.930
Yam 12.901 14.818 11.649 11.997
Cassva | 7.212 7.982 6.175 6.175

Source: Agric Development in Nigeria (Federd Ministry of Agric and Rural Devel opment),

Rural Economic Survey of Nigeria (Federa Ministry of Statistics).
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7.0

Required

(@ Compute the column for total output (1960 i 71) and the average output
(19607 71).

(b) Which of the crop contributed least to food crop between 1966 and 1968
and by what quantity?

(c) What proportion of the total output is yam between 1963 and 19657

(d) Calculate the percentage of the average output of 1969 1 1971 to the total
average output of maize from 1960 7 1971.

REFERENCES/IFURTHER READING

Frank, O. and Jones, R. (1993). Statistics; Pitman Publishers Limited.

Nwabuoku, P. O. (1986). Fundamental of Statistics; Roruna Book, Enugu,
Nigeria
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INTRODUCTION
In the last unit we discussed table as away of presenting data Table is not only
tool used for data presentation, graphs, chart and curves are also used. Curves,
charts and graphs are closely related. They are used to give pictogram
presentation of collected data. They have visual apped to readers by showing
relationship between two or more variables and show trends hence they
facilitate ready comparison. Glancing at diagrams, charts and graphs, readers
are attracted to real the accompanying report in order to know the causes of
variations in the phenomena depicted by them. Diagrams, charts and graphs
have more visual appeal to those who cannot appreciate the value of figures.
They can be used to show the growth or otherwise of variable e.g. fluctuations
in prices of goods performance of foreign trade, etc.
However, diagrams, charts and graphs have their shortcomings. They many
over-smplify the information they depict. They may be too sensational as to
distort the actual observation recrded. They may become absurd when drawn
from incomplete or inadequate data. More 0, over dependency on the use of
diagrams, charts and graphs may not allow the users to pay attention to the root
cause of the problems they reveal.
OBJECTIVES
At the end of this unit, you should be able to:
() Define and explain the features of Graphs;
(i) Outline the importance of Graphs; and
(iiiy  Congtruct Line graphs, given some information.

52



3.0

3.1

MAIN CONTENT
M eaning and Features of Graphs

A graph is a pictorial presentation of the relationship between variables. It can
also be defined as a functional relationship between two variables. A graph
may be depicted by lines to establish relationship between variables. Although,
graphs are curves are often used interchangeably, they are technically different
from one another. Graphs are mostly depicted with straight lines or joined
points (curves) while curves establish relationship with the use of free-hand
sketch only and not with the use of lines. Therefore all curves are graph but not
al graphs are curves.

Graphs are usually drawn on a co-ordinate plane cdled XY plane which is
divided into four regions denoted by I, II, Ill, and IV as shown below. Each of
the region is called aquadrant.

X (+ve)

Y (-ve)

Point O is called the origin, or Zero point. The value of X and Y at the points
where the perpendicular meet these axes are called rectangular coordinates; or
simply coordinates, of P, denoted by (X, Y). The coordinate of X is sometimes
called abscissa and Y is called the ordinate of the point. From the above
diagram P is on (2, 3). Therefore the abscissa of point P is 2 and the ordinate is

3. Two points can be joined together with a straight line resulting into a Graph.
For instance P and Q form line PQ, where PQ is a straight line curve/graph.

Graphs are expected to have the following features:

(1) It must have aclear title.
(2) It must be properly are carefully labelled with the units of each axis.
(3) It must be properly scaled so as to give an accurate impresson of the
presentation.
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3.3

(4) It must be able to forecast and estimate values.

SELF ASEESSMENT EXERCISE 1

1. What are Graphs?
2.  What are the relevance of graphs, charts and diagrams in representation of
data.
3. Explain the following terms as applied to graphicd layout:
(i) Ordinate
(i) Coordinate
(iii) Abscissa
(iv) Origin
(v) Rectanguar Coordinate
4. What arethe esential features of statistical graphs?

Importance of Graphsin Statistics

Like tables, graphs equally have relevance to the study of statistics and other
related disciplines. Some of the importance of graphs in statistics includes:

() Graphs give instantaneous impresson about the information being
presented.

(i) Functional relationship expressed in graphs show a dearer picture of the
relationship between variables.

(i) Graphs are ill ustrative and descriptive tool for economic analyses.

(iv) Data presented in table are better understood when transposed into graphs.

(v) Graphs are important for quick estimation and forecasting purposed.

CLASS ASSESSMENT EXERCISE 2
What are the relevance of Graphs to statistics?
Linear Graphs

Although, graphs may be formed through the joining of points on a plane co-
ordinate, the shape of graph may be curves or straight line. Linear relationships
among variables are usually depicted with straight lines. Such lines may be
downward sloping or upward doping. Non linear relationship are shown with
different forms of curves

Later part of this module shall treat curves and charts in detail. This unit shall
therefore forms on linear graphs. A linear graph is a straight line graph that
shows the relationship between two variables, one on the Xi axis and the other
on the Y axis (see coordinate plane). The vertical axis (Y) represents the
dependent variable while the X axis which is the horizontal axis, represents the
independent variable. Therefore a straight line graph has the general functional

eguation stated asY = | + bX
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Where a = Intercept of the graph and b is the slope.
Example 1

The table below shows the relationship between the quantity supplied and price
of a good.

Price (N) 5 7 9 11 13 15

Quantity Supplied (Kg) | 40 | 60 80 100 | 120 | 140

Required: (a8) Present the information using graph placing price on the
vertical axis and the quantity supplied on the horizontal axis.

(b) From the graph, obtain the quantity supplied when the price is
N12.

(c) At what priceis 70 kg supplied?

Ok N W M O1 O O

| | | | L | | >
20 40 60 80 100 120 140 160 Qty Supplied (kg)
(b) At price N12, quantity, the supplied is 110kg

(c) 70kg of the good is supplied when price isN8
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(2) Given thedatain the table below

No of Heads No of tosses (frequency)
0 30

40

60

50

70

40

290

o O A WO DN P

Required: Present the data using rod graph
Solution

70—
60
50
40
307
20—

10

0 1 2 3 4 5 Number of Heads

SELF ASEESSMENT EXERCISE 3

1. Given that quality demand (Qg) function of a production is given as
Q = 200 >P

(a) Prepare a table for the quantity demanded given that the prices are
N10, N20, N30 é N100

(b) Use the table obtained in (a) above to grgph the quantity demand

(c) From the graph find: -
(i) The quantity demanded when the price is N35.
(i) At what price is quantity demand equals 170 units?
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2. Given the agedistribution (in %) for acourtry as
Ages| 07110 | 117 20 | 217 30 | 31i 40 | 411 50 | 517 60 | 617 70 | 711 80 | >80
% 5 10 12 15 18 5 10 10 15

Present the data using rod graphs.

4.0 CONCLUSION
In this unit, the meaning and properties of graph have been examined. Equally
examined is the importance of graph, construction of different forms of line
graph as well as estimating values from the graph.
50 SUMMARY
Graphs are functional relationship between two variables (dependent and
independent). Usually, graphs are drawn on coordinate planes and it could
either take the form of straight line or hand sketch curves. Graphs have
numerous importances to datistical values and interpretations can be obtained
from graphs.
6.0 TUTOR MARKED ASSGNMENT
1. The consumption function of a consumer is given as C = 60 + 0.4 Yd.
Where C = consumption expenditure and Yd is the disposable income.
(@ Complete the table below in M @00
C
Yd 10 120 {30 {40 |50 60 |70 |80 |90 | 100
(b) Present the information using astraight line graph.
(c) From the graph drawn find
(i) CwhenYd=72
(i) Ydwhen C=100
2. The table below showsthe scores of students in a physics test.
Scores 1 2 3 4 5 6 7 8 9 | 10
No of sudents 8 7 9 7 4 5 8 6 5 0

Required:

(@) Present the datausing rod graph
(b) How many students took part in the test?

(c) What is the most frequent score in the test?
(d) Does you graph indicate the highest score?
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3. Given the Nigeriad population figure between 1960 and 2006 as follows:

CensusYear

1960

1970

1980

1990

2000

2004

Population (millions)

60

70

80

90

120

123

Present the information in aline diagram.

REFERENCES FURTHER READING

Spiegel. M. R and Stephen J. L (2000). Statistics (Third Edition). Schaumés

Outline Sense Data McGraw i Hill Publishing Company Limited, Delhi.
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CHARTS
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5.0 Summary
6.0 Tutor Marked Assgnment
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INTRODUCTION

Apart from tables and graph, statistics data are equally presented with the use
of charts and curves. Various forms of charts and curves are used in gatistics to
denonstrate data presentation. Charts have a ready appeal to the eye and are
therefore they are helpful in convey the significance of the data quickly. They
can also indicae the trend of a time series together with the nature of
fluctuations, if there are any. They are equally useful in detecting mistakes in
the data. Charts are often used together with tables and sometimes with textual
statements. The commonest forms of charts are bar charts, pie chart and Z 7
charts and pictograms.

It should be noted that charts, and the other pictorial diagrams have their
shortcomings or limitations. These include:

() They reveal only the general nature of the data.

(i) They cannot show as much details as a table or even a textual satement
will do.

(i) Their construction requires much more time than tables, for the same set
of data
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3.0

31

3.2

3.2

OBJECTIVES

At the end of the unit you should be able to:

(i) Define different forms of charts, curves and diagrams
(i) Present datain bar charts of different forms aswell as in pie charts and Zi
Charts.

MAIN CONTENT
General Overview

Charts are diagrammatic representation of data with the use of bars, shapes,
curves and other illustrative objects. Commonest among the forms of charts
used in gtatistic are bar charts, pie charts, Zi Charts etc.

Bar Charts

It consists of bars of rectangle which are of equal width with each of its length
corresponding to the frequency or quantity they are representing. The bars are
separated from one another by equal intervals of gaps. Eacd axis of the diagram
should be properly scaled with the indication of the unit(s) of measurement
along each axis. Bar charts or bar diagrams is another common mode of data
representation. They are more generally applicable than line diagrams in the
sense that they may be used for senses varying either over time or over space
They could also be used to represent digribution of multi-dimensional
variables e.g. multiple and component bar charts.

Bar charts are congtructed by representing the categories (units/classes) of the
gualitative variables by bars, where the height of each bar is the class
frequency, class relative frequency, class relative percentage, or cumulative
percentages. Each category of data is placed on the horizontal axis and the
frequency or relative frequency or percentage cumulative frequency on the
vertical axis. Bar charts (smple verticd bar charts) are like a histogram.
However, to avoid confusion bar graphs/ chart and histogram we position the
bars in the bar charts, so that they do not touch each other.

CLASS ASSESSMENT EXERCISE 1

() What are Charts?
(2) What are the basic rules needed to be observed in constructing bar charts?

Forms of Bar Chart

Different forms of bar charts used in satistics include:

() Simple vertical Bar Chart
(i) Simple Horizontal Bar Chart
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(i) Multiple Bar Charts

(iv) Percentage Multiple Bar Chart

(v) Component Bar Charts

(vi) Percentage component Bar Charts
(vii) Pareto Charts

Simple Vertical Bar Charts

This involves the drawing of bars upright or vertically. It is a chart in which the
length of the bars indicated the magnitude of the data. Each of the vertical bars
shows the magnitude of the occurrence of the situation under study. It is
sometimes called vertical frequency bar chart.

Example

Peace House has the following 6 years projection for those that will attend its
annual teachersd conference. Present the date in avertical bar chart.

Year Attendance
1981 800

1982 1200

1983 1100

1984 1400

1985 1600

1986 1700
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Solution

Simple vertical Bar chart showing Attendance in Teachers conferences (1981 -
1986)

2000 —

1800 —

1600 —

1400

Attendance
1200 —

1000 —

600 —

400 —

200

I I | I | I
1981 1982 1983 1984 1985 1986 vears

3.2.2 Simple Horizontal Bar Chart:

The simple horizontal bar charts involve drawing bars horizontally thereby
presenting the frequency on the horizontal axis and the variable in the vertical
axis. It shoud be noted that, like vertical bar charts, the bars should be of equal
with and the spaces between the bars should be uniform to show relative
meaurement. It is sometimes called horizontal frequency bar chart.
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Example

Given the data below:
Ages 10 11 12 13 14
Frequency |20 |60 (50 |20 |30

Required: Represent the information in asimple horizontal bar chart.

Solution

Ages

Frequency
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3.2.3 Multiple Bar Charts

This consists of bars of two or more variables being represented. It is also
called compound bar chart or side-by-side bar graph. The items represented are
usually differentiated with different designs or colour. This type of chart helps
us to compare two or more sets of data. Data sets shoud always be compared
by using relative frequencies, because different sanple or population sizes
make comparison using frequencies difficult. Key is expected to show what
each sign, colour or design represents.

Example
The production of rubber, cotton and coffee in 1970, 1980 and 1990 is given as
follows:
Years Production in Tonnes
Cocoa Coffee Rubber Totd
1970 10 15 35 60
1930 20 35 45 100
1990 40 90 100 230

Required: Present the information using Multiple Bar Chart.

50%
45%
40% -
35%
30%
25%
20%
15%
10% -

5% -

0% -

Muliple Bar Chart showing Production of Gropsin Tonnes (1970-1990)

Key
m PDP

m ACN
m ANPP
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3.24 Percentage Multiple Bar Chart

This mainly shows the relative values of the components expressed as the
percentage of the total. Therefore, the sum of each component in percentage

adds up to 100.
Example

Given the information below:

Politi cal Parties Vote in thousand

1999 2003 2007 2011
PDP 25 40 70 90
ACN 15 20 40 70
ANPP 20 30 50 40
TOTAL 60 90 160 200

Required: Present the information using a percentage Multiple Bar Chart.

Solution

Percentages
1999

POP=2x 2= 420
60
ACN = = x -2 = 2504
60
ANPP:%X 90— 3306 . 42% + 25% + 33% = 100%
2003
POP=2x 2= 450
90
ACN =2 x 22 = 2204
60
ANPP:%X 0 _ 3304 - 45% + 229% + 33% = 100%
2007
PDP =2 x 2 = 44%
60

ACN = 22 x 2 = 2504
60
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ANPP:%x 0= 3106 . 44% + 25% + 31% = 100%

2009

PDP == x 2= 450
200

ACN = = x 2 = 350
200

ANPP =2i(§)x 20 = 20% .. 45% + 35% + 20% = 100%

Pecentage Multiple Bar Chart showing Political Parties'Vote (1999-2010)
50% -

45% -
40% -
LLl
g 35% -
|_
@ 30% - Key
x
H_J 2504 - m PDP
= AN
20% = ANPP
15% -
10% -
5% -
0% -
YEAR

3.25 Component Bar Chart

A component bar chart shows the breakdown of the total values for a given
information into their comporent parts. It is meant to show the division of a
whole into its constituent parts in bars. The bars are drawn on one another. A
bar is therefore divided into different parts for the sake of easy comparison.
Just like multiple bar chart, key is provided to define what each component of
the bar stands for?

66



Example

Given the sales of 3 products in a market as follows:

Sales (N)
Products
1997 1998 1999
Product A 1000 1200 1700
Product B 900 1000 1000
Product C 500 600 700
Total 2400 2800 3400

Required: Present the information using component bar chart

Solution
Gomponent Bar chart Showing Sales of Products
(1997-1999)
4000 -
3500 -
— 3000 -
=3
N
L 2500 - KEY
% = Product C
2000 -
B Product B
1500 - m Product A
1000 -
500 -
0 .
1997 1998 1999 YEARS
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3.2.6 Percentage Component Bar Charts

This is a component bar chart in which each constituent part of the bar is
presented as the percentage of the total. The constituent parts are placed on one
another in cumulative percentages. Therefore, the percentage component of
each bar amounts to 100%

Example

The table below shows the domiciles of students Attending University of Lagos
19721 76 (Hypothetical)

Year Domiciles in Nigeria

Tota students West East North
1972 120 60 48 12
1973 150 90 30 30
1974 160 80 50 30
1975 200 110 50 40

Required: Present the data with the use of percentage component bar chart.

Solution

Percentages
1972: West = % x 2 = 500

East =22 x -2 = 40%
20

North :—220 x 2= 10% ..50% + 40% + 10% = 100%
1973 West :% x 20 = 500
_30  00_
East = x == = 20%
30 00
North == x === 20% .. 60% + 20% + 20% = 100%
1974: West = % x 2 = 5006
East =22 x -2 = 31%
60
30 00 ,
North == x == 19% .. 50% + 31% + 19% = 100%
1975: West = — x -2 = 5504
200
East = =2 x -2 = 250
200
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North :ziooo x 22— 2005 . 55% + 25% + 20% = 100%

Percentage Component Bar Chart showing Domicile of
Sudents Attending University of Lagos (1972-1975)
100% -
90% -
80% -
70% -
L
Q
< 60%- KEY
Z
§ 50% » North
H_J m Bast
40% - u West
30% -
20% -
10% -
0% -
1972 1973 1974 1975 YEAR

3.2.7 Pareto Chart

A Pareto chart is a bar graph whose bars are drawn in decreasing order of
frequency or relative frequency.

Example

The table below shows the number of people that have become the president of
acountry from its six geopoliti cal zones between 1940 and 2011.
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Geopoliti cal Zone Frequency
North Central (NC) 10
North East (NE) 8
North West (NW) 6
South East (SE) 7
South West (SW) 12
South South (SS) 5

Required: Present the data using the Pareto chart.
Solution

15| A Countryd President Birth Places (1970-2011)

FREQUENCY

10—

sw NC NE SE W SS Geopolitical Zones
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3.2.8 Pie-Charts

A pie chart isacircle divided by radial lines into sections (like slices of a cake
or pie; hence the name) so that the area of each section is proportional to the
size of the value represented. Each part of the sections is called a sector of a
circle.

A pie chart can also be described as a disk divided into wedge-shaped pieces
that are proportional to the frequencies or relative frequencies. Pie charts are
sometimes called circular diagram. Eadh sector is quantified with the use of
degree of the circle is proportional to the quality the sedor represents; and the
sum of all the angles (for all sector) gives 360°. This could serve as a measure
of accuracy in preparing pie charts.

A pie chart is particularly useful where it is desred to show the relative
proportion of the values or variables that make up a single overall total.

Example 1

Given the components of the Nigeriad &isible Exports is a particular year in
the table below: -

Components Value (N6Million)
Finished manufadured goods 150.5
Semi finished goods 91.5
Minerals, fuels and lubricants 72.5
Basic materials 78.8
Food 50.2
Refined petroleum 176.5
Unclassified items 100.0

Required: Present the information above using pie chart.

71



Solution

Components Value (NOMillion) Angle of each sector
Finished manufactured goods 150.5 1505 360 0
x —= 7525
720 1
Semi finished goods 915 915 y 360 45 750
720 1
Minerals, fuels and lubricants 725 725 360 0
x — = 36.25
720 1
Basic materials 78.8 788 360 _ 0
%X T— 3940
Food 50.2 502 360
——x — = 25.10°
720 <1 - 2>10
Refined petroleum 176.5 1765 360 0
<20 1 - 8825
ified i 100 360
Unclassified items 100.0 100 399 _ o0
720 1
Total 720 360.0°
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Pie Chart Component of Nigeria's Vishle Exports

KEY

m FHnished manufactured goods
= Semifinished goods

m Minerals, fuelsand lubricants
m Basicmaterials

m Food

= Refined petroleum

m Undassfieditems

Example 2

The dlocation of money to the manager sedors of the economy is given as

follows:
Security
Education
Health
Sports
Agriculture
Trangport

Others

3x%

25%

15%

5.5%

12.5%

10%

X%
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Required

(@ Find the value of x in %7?

(b) Draw apie chart to illustrate the information.

(c) If N500 million is spent on education, how much is soent on:
(1) Seaurity
(i)  Sports and trangport
(iif)  The entire sector

Solution
(@ 3x+ 25+ 15+ 55+ 125+ 10+ x = 100
68 + 4x = 100
4x = 100 68
4x = 32
= 32
T4
X = 8%
TMRFRfOfR, 3x = 3x 8= 24%
Sectors % Angle of each sector
' 24 24
Security Z % 360 = 86.4°
100
Education 25 Ex 360 = 90°
100 B
Health 15 25« 360 = 549
100 -
Sports 5.5 5.5
—x 360 = 19.8°
100
Agriculture 125 > . 360 = 450
100
Trangport 10 10
——x 360 = 36°
100
8
Others 8 —x 360 = 28.8°
100
360.0°

74




(b)

Pie Chart showing Allocation of Money to Majorsin
Nigeria

KEY

m Securty

m Education
m Hedlth

m Soorts

m Agriculture
m Transport
m Others

(c) If N500 million is spent on education,
25% = N500 million
1% = N500 mill ion
25
=20 million
(i) Security = 24% = N200 million x 24 = N480 milli on
(i) Sportsand trangport = 5.5 + 10% = 15.5%
= N200 million x 155 = N310 mill ion
(iiiy  The entire sector = 100%
= N20 million x 100 = N200,000 milli on
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3.29 Z-Charts

A Z-chart issimply a graph that extends over asingle year and incorporates:

(a) Individual monthly figures,
(b) Cumulative figure for the period; and
(c) The moving annual total.

It takes its name from the fact that the three curves (obtainable from a b, c
above) tend to look he letter 6 &

Example

Given the sales value and the moving area total of a supermarket in N60OO as
follows:

Jan. Feb March April May |June
Sales volume 12 135 20 15 125 22.27
Moving Average | 150 130 125 115 105 100

Required:

(a) Prepare the table for the cumulative total
(b) Construct the Z-chart.

Months | Monthly sales (N6000) | Cumulative total (N@OO) | Moving Average Total
(NADOO)
12 12 150
Feb. 135 25.5 130
March 20 45.5 125
April 15 60.5 115
May 125 73.0 105
June 27 100 100
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Z-Chart
160
140 -
120 -
KEY
100 -
& —o— Monthly sales (NCDOO)
— 80 -
(73 - Qumulativetotal (N®OO)
60 -
Moving Average Total
(N@O0)
40 -
20 -
O T T T T T
Jn. Feb. March il M N
arc Apri ay ne Months

SELF ASESSMENT EXERCISE 2

1. Given the votes of ANPP in six geo-political zones n Nigeria as. -

Zones Sauth East | South West | North Central | North East | North West | Sauth South

% of votes 20% 25% X% 19% 6% 2x%

(a) Find x in degree and percentage?

(b) Find the number of votes for ANPP in each region if 4.8 million votes
were casted in the North-West region?

(c) Present the datain the table in a pie-chart.

40 CONCLUSION

The unit examined the meaning of charts and bar charts. It also highlighted the
various forms of bar charts used in statistical analysis. Other forms of charts
apart from bar charts (pie charts and Z-charts) were equally examined.
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5.0

6.0

SUMMARY

Bar charts are descriptive representation of data with the use of bars (verticd or
horizontals). There are various types of bar charts in statisics. The commonest
ones include vertical bar charts, horizontal bar charts, component bar charts,
percentage component bar charts, multiple bar charts etc. Apart from bar
charts, other forms of charts are pie chart and Z-charts. While pie chart present
data in a circular space, Z-chart present data with the use of three forms of data
(current figures cumulative figures and total moving averages) to present three

different curves that jointly bring the 6 Zsape.

TUTOR MARKED ASSGNMENT

1. The expenditure of alocal government council in 1984 is given as:

Education

Hedth

General

Development

Roads

Social welfare

Others

Required: Present the datain apie chart.

N 212,000
N 94,000
N 102,000
N 72,000
N 81,000
N 30,000

75,000

2. The table below shows the volume of a countryd food crop export in

tonnes betweean 1990 and 1993;

Production in Tonnes
Years
1990 1991 1992 1993
Groundnut 600 600 700 900
Palm ol 500 510 520 600
Soyabeans 710 720 800 1000

Required: Present the following

(d) Comporent bar cart
(b) Multiple bar chart
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(c) Percentage bar chart

3. Thegrade of 170 students in an examination is given as thus: -

Grades

A

B

C

D

E

Frequency

15

25

20

45

30

35

Required: Present the information using:

(a) Simple horizontal bar chart

(b) Simple vertical bar chart
(c) Pareto chart

4. The following shows the number of stores that purchase swam water in
Jos, Akure, Abuja and Akwa-1bom respedively.

Jos

Akure
Abuja

Akwalbom

25,000
10,000
20,000

5,000

Present the above purchases of swam water information on a pie chart.

5. Agadafood is projecting the demand for its product as follows:

Year

1981

1982

1983

1984

1985

1986

Demand

800

1200

1100

1400

1600

1700

Present the data in asimple horizontal bar chart.
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6. Given the distribution of students in various collegesfaaulty | auniversity

by pie chart drawn;

B Sdaland Management
Sience

= Education and Humanities

u Health and Medical Sience

m Lawand Security Stiences

= Sience and Technology

(a) Find x in degree hence, find the proportion of students in:

(i) Science and technology
(i)  Education and humanities
(b) If there are 360 students in the school of educa
determine the number of students in;
(i) Each of the other colleges/schools
(i)  The entire university.
(i) In the school that has the least population
has the highest population.
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HISTOGRAMS AND CURVES

Table of Contents

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Histogram and Frequency Polygon

3.11 Histogram and Frequency Polygon of Ungrouped Data
3.1.2 Histogram and Frequency Polygon of Grouped Data
3.1.3 Relative Frequency Histogram

3.14 Percentage Relative Frequency Histogram

3.2 Frequency Curves

3.3 Cumulative Frequency Curves

34 Lorenz Curves and Pictogram

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assgnment

7.0 References/Further Realing

INTRODUCTION

Apart from tables and charts, curves are also used in representation of data. A
special type of bar charts i Histogram is also a very good way of representing
data. A histogram is condructed by drawing rectangles for each class or
variable. The height of each rectangle is the frequency for relative frequency of
the class The width of each rectangle shoud be the same and the rectangles
should touch each other. Hisogram may be used for both grouped and
ungrouped data. A number of curves are also used in statistics to represent data.
Some of them include cumulative frequency curves, Lorenz curves etc.

OBJECTIVES
At the end of this unit, you should be able to: -

(i) Congtruct histogram and frequency polygon of different forms of data;
(i)  Congruct cumulative frequency curves for given set of data;
(i)  Use Lorenz curve and pictogram to represent data.

MAIN CONTENT
Hisogram and Frequency Polygon

Histogram and frequency polygon are usually drawn together. While
histograms are vertical bar charts joined together, frequency polygon is the
curve obtained by joining the midpoint of each bars of a hisogram. A
histogram, otherwise known as frequency histogram consigs of a set of
rectangles having bases on a horizontal axis (the X-axis) with the centers at the
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3.11

class marks and lengths equal to the class interval sizes and area proportional to
the class frequencies. A frequency polygon is a line graph of the class
frequency plotted against the class mark. It can be obtained by connecting the
midpoints of the top of the redangle in the histogram.

Hisogram and Frequency Polygon of Ungrouped Data

For ungrouped data, the X-axis represents the variable or the item while the Y-
axis represents the frequency. The midpoint of each bars are joined together to
form the frequency polygon.

Example

Given the scores of students in atest as follows:

Scores (X) 5 6 7 8 9 10

Frequency (f) 4 3 1 6 3 5

4
Frequency

Represent the data in histogram and frequency polygon.
Solution

Histogram and Frequency Polygon of Student Score

. / Frequency Polygon

)

5 6 7 8 9 10 Score
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3.1.2 Higogram and Frequency Polygon of Grouped Data

For grouped data the vertical axis represents the frequency while class

boundaries are stated on the horizontal axis.

Example

Given the scores of student in an examination as;

Marks (x) 181 27

281 37

38i 47

48i 57

58167 | 681 77

Frequency (f) 3

6

10

9

5 3

(a) Represent the information using histogram and frequency polygon.
(b) Construct the histogram and frequency polygon using the frequency

density.
Solution

a Histogram and Frequency Polygon of Grouped Data

107

8

Frequency ®

Frequency Polygon

17.5 27.5

37.5

47.5
Class Boundaries

57.5

67.5 77.5
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Marks Frequency Frequency Class Boundaries
Density
187 27 3 3 -03 1757 27.5
0
287 37 6 L - 06 2751 37.5
0
387 47 10 O2_ 10 3757 47.5
0
487 57 9 2 - 09 4757 57.5
0
581 67 5 > -05 5751 67.5
0
681 77 3 2-03 67.51 77.5
0
Note: Frequency Density = %
1.0
0.9
Frequency Polygon
0.8+
0.7
Frequency® |
Density 0.5
0.4
0.3+
0.2
0.1
0 I \ ‘
17.5 27.5 37.5 47.5 57.5 67.5 77.5

Class Boundaries
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3.1.3 Relative Frequency Histogram

The relative frequency histogram is the graph that displays the classes on the
horizontal axis and the relative frequencies of the classes of the vertical axis.
The relative frequency of each class is represented by a vertical bar whose
height is equal to the relative frequency of the class.

Example

Given the frequency of number of televisions in agiven household as follows: -

No of TV 0 1 2 3 4 5 6
Frequency (f) 1 16 14 12 3 2 2
Required: - Congruct the relative frequency distribution for number of TV
sets?

Solution

Relative Frequency showing Distribution of TV in Sdected Household

Relative

Frequency
0.2

0.1

1 2 3 4 5 6
Number of TV
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. Frequenc 00
Note: Relative frequency = —————— x —
Tota Frequency

.. Therelative frequency table is given as:

No of TV Frequency Relative Frequency

0 1 0.2
1 16 0.32
2 14 0.28
3 12 0.24
4 3 0.06
5 2 0.04
6 2 0.04

t = so 1.00

3.1.4 Percentage Relative Frequency

This is the graph that displays the classes on the horizontal axis and the
percentage relative frequency of the clases on the vertical axis. When the
midpoints of the bars are joined together we obtain the percentage relative
frequency polygon.

Example

Given the distribution of studentsd scores in an examination as follows:

Scores 171 20 211 40 417 60 6171 80 8171 100

Frequency 1 16 14 12 7

Required: Present the data using percentage relative frequency polygon.

Solution

Percentage relative frequency = RelatiRffRegR C x 2 of

Frequency % 00
Tota Frequency
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Clases | Frequency | Class Relative Percentage Relative
Boundaries Frequency | Frequency
17 20 1 0571 205 0.02 2.0
2171 40 16 20517 405 0.32 32.0
417 60 14 4057 605 0.28 28.0
6171 80 12 6051 80.5 0.24 24.0
817 100 7 80.51 100.5 0.14 14.0
t=so
35
30
Percentage Percentage Relative Frequency
Relative ” Polygon
Frequency
20
15
10
57
0 \ \
0.5 20.5 40.5 60.5 80.5 100.5 Class
Boundaries
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3.2

CLASS ASSESSMENT EXERCISE 1

1. Given the agedistribution of pensioners as:

Ages 5071 54 |55159 |[60164 65169 |707T 74 |7571 79

Frequency | 12 10 8 14 16 10

Present the data using:

(a) Histogram and frequency polygon
(b) Relative frequency polygon
(c) Relative frequency histogram
(d) Percentage relative frequency polygon
2. The scores of 100 students in atest is given as. -

Scores 0 |1 2 |3 (4 |5 6 7 8 |9 |10

Frequency | 2 10 |7 8 5 10 |15 |10 |7 5 |22

Present the data using:

(a) Histogram
(b) Frequency polygon
(c) Relative frequency hisogram

Frequency Curves

Colleded data can usually be considered as belonging to sanple drawn from a
large population. Since so many observations are available in the popuation, it
is theoretically possible to choose intervals very small and still have sizeable
numbers of observations falling within each class Thus, one would expect the
frequency polygon or relative frequency polygon for a large population to have
many small, broken line segments that they closely approximate curves, which
we call frequency curves or relative frequency curves respectively. It is
reasonable to exped that such theoretical curves can be approximated by
smoctheing the frequency polygons or relative frequency polygons of the
sample, the gpproximation improving as the sample size is increased. For this
reason, a frequency curve is sometimes called a frequency polygon.

Frequency curves arising in practice take on certain characteristics shapes, as
shown below:
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(@

0 X
Symmetrical or Bell-Shaped

This is characterized by the fact that observations equidistant from the
central maximum have the same frequency. An important example is the
normal curve

(b)
f

0 X
Skewed to Result (Positive Skewness)
In the moderately asymmetrical or skewed, frequency curves, the tail to one
side of the central maximum is longer than the other. If the longer tail
ocaurs to the right, the curve is said to be skewed to the right or to have
positive skewness while if the reverse is true, he curve is said to be skewed
to the left or have a negative skewness.

89



(€ f

0 X
Skewed to the Left or Negative Skewness

(d) J shaped or Reverse J-Shaped: - In this type of curves, the maximum occur
at one end or the other.

f f
rad
o~
.l"ll.-
y.
-
=
___)‘
0 X 0 X
(e) U-shaped
f

0 X

The frequency curve has maxima at both ends.
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(f) Bimodal frequency Curve has two maxima or modal points.

f

(g) Bimodal frequency curve has more than two maxima or modal points

0 X
SELF ASESSMENT EXERCISE 2

1. What are frequency curves?
2. Distinguish clearly between frequency curves and frequency polygors.
3. With the aid of graph, explain each of the following concepts.

(&) Symmetrical or Bell-shaped curve

(b) U-shaped curve

(c) Reverse Jshape curve

(d) Multi-modal curves
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3.3

Cumulative Frequency

The tota frequency of all values less than the upper class boundary of a given
class interval is called cumulative frequency up to and including that class
interval. A table presenting such cumulative frequencies is called cumulative
frequency didribution, cumuative frequency table or briefly a cumulative
distribution. A graph showing the cumulative frequency less than any upper
class boundary plotted against the upper class boundary is called a cumulative
frequency curve or ogive curve. In drawing the ogive curve, the upper class
boundary is placed at the horizontal axis and the cumulative frequency at the
vertical axis.

Example

Given the scores of 100 students in an examination as follows -

Scores 1710 |117 20| 217303171 40| 41750 |51i60 617 80
Frequency 10 15 25 5 20 35 40
Required: -

(a) Construct the class boundary cumulative frequency, the percentage
cumulative and the relative cumulative frequency tables for the data.

(b) Construct the cumulative frequency curve or ogive curve for the data.

(c) Construct the percentage cumulative frequency curve for the data.

(d) Construct the relative cumulative frequency curve for the data

(e) What do you notice about the curvesin (b), (c) and (d) above.

Solution

aécores Class Freg. Cum. % Cum.  Rel. Rel. Cum.
boundaries Freqg. Freg. Freq Freg.

1710 0.57 105 |10 10 6.7 0.07 0.07

117 20 1057 205 |15 25 16.7 0.10 0.17

211 30 2057 305 | 25 50 33.3 0.17 0.34

317 40 30571 405 |5 55 36.7 0.03 0.37

417 50 405.505 |20 75 50.0 0.13 0.50

517 60 50571 605 | 35 110 73.3 0.23 0.73

6171 70 6057 705 | 40 150 100 0.27 1.00
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b. Cumulative Frequency Curve

150
140
130
120

Cumulative
110

Frequency ,,,_
90—
80—
70—
60—
50—
40—
30
20—

10

0 T T I T T T I

10.5 20.5 30.5 40.5 50.5 60.5 70.5
Upper Class Boundaries
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c. Percentage Cumulative Frequency Curve

100

90—

80—

% Cumulative

Frequency

70

60—

50—

40—

30—

20—

10—

I
20.5

I
30.5

I I
40.5 50.5
Upper Class Boundaries

I
60.5
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I
70.5



d. Relative Cumulative Frequency Curve

1.00—
0.90

0.80

Relative
0.70—

Frequency
0.60—

0.50
0.40—
0.30
0.20

0.10—

0.00 T T T 1 I I
10.5 20.5 30.5 40.5 50.5 60.5 70.5

Upper Class Boundaries

e. All the curves have the same shape. This is because the construction is
based o the same principle (cumulative). The only difference is the
denomination use for constructing the cumulative. In the first graph,
absolute cumulative frequency is used; percentage cumulative is used the
second while relative cumulative frequency is used in the third.

CLASS ASSESMENT EXERCISE 3

1. Given the age distribution of workers in an organization as follows:

AgeGroup | 21730 | 317140 | 417150 | 52160 | 617 70 | 717 80

Freg. 5 30 23 25 15 2

a. Represent the data by using:
(i) Cumulative frequency curve

(i)  Percentage cumulative frequency curve
(i)  Relative cumulative frequency curve
b. Compare and construct the curvesin a(i), (i) and (ii).
95



34

Lorenz Curves and Pictograms

Lorenz-curve is a graphicad method for denonstrating the disparity between
two economic phenomena. It gives visual impression of the degree of
inequality or uneven distribution in the economy.

Like other types of graph, a Lorenz curve is basically used to facilit ate
comparison of data in income, production, sales etc; with a view of showing
the extent of concentration of each phenomenon in the hands of either the
individuals, or firms or industries. It can also be used to show the degree of
inequality in the distribution of income or weslth of the nation. It can also be
used to show the extent to which profit of various companies vary. Lorenz
curves can also be used to show the extent to which taxes range with income of

population and variations in the output of firms of different sizes.

In congtructing aLorenz curve, the following has to be dore: -

(i) Compute the cumulative frequency of the variables;
(i) Compute the cumulative percentage for the variable;

(iii) Plot the cumulative percentage of one variable against the other; and

(iv) Draw the line of equal digtribution to bring out very clearly the extent
of divergence from a uniform distribution.

Example

Given the table below: -

Investment (N) | No of Bookshops | Sales Value (N6000)

0T 999 96 120
10007 1999 72 250
20001 299 67 305
3000 1 3999 52 460
40001 4999 46 495
5000 1 5999 39 580
6000 T 6999 21 626
700071 799 8 852

Required: - Present the Lorenz curve of Bookshop by size of investment and

sales value?
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Solution

Cumulative of | Cumulative Sales
Bookshop
| nvestment No of Sales Number % NO000 %
(N) Bookshops | (N6000)

071 999 96 120 96 24 250 7
10007 1999 72 250 168 42 370 10
20007 2999 67 306 235 59 675 18
300071 3999 52 460 387 72 1135 31
40007 4999 46 495 333 83 1630 44
50007 5999 39 580 372 93 2210 60
60007 6999 21 626 393 98 2836 77
70007 7999 8 852 401 100 3688 100

100

90
% Cumulative

Frequen cy80
70—
60—
50—
Line of equal distribution

40—

30

20

10

0 I I \ I I I I I I
10 20 30 40 50 60 70 80 90

% Cumulative Frequency of Sales
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Pictogram: - This is the use of shapes figure or objects to represent
information or data. It entails the use of drawing of objects to represent items in
a data The pictures or diagrams are used in such a way as to show the degree
of ocaurrence of each variable in an observation over a period of time.

Example

The population of a country over the last 4 decades is given as: -

Year 1960 1970 1980 1990 2000

Population (Million) 70 80 90 120 150

Required: - Present the data using pictogram?

1960???0
SRS
1980????0

0 REEEE
o0 ¥ EFEFY

Note: ? = 20 milli on People, O = 10 milli on people
CLASS ASSESSMENT EXERCISE 3

1. The number of people available to vote in a particular state in Nigeria in the
last fifty yearsis given as. -

Y ear

1960

1970

1980

1990

2000

Eligible Voters (Thousand)

70

90

100

1300

190
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4.0

5.0

2. Given the information below:

Size of Holding Number of Holdings Total Holdings
Under %2 hectare 31 10
Y2to under 1 hectare 24 17
1to under 5 hectare 7 18
5 to under 15 hectare 3 30
15 hectare and above 2 42

Required: - Present the Lorenz curve of number of holding by the total area?
CONCLUSION

The unit examines the various forms of histogram and cumulative frequency
used in representation of statistical data. It also extends to other forms of
representation of data such as Z-charts and pictogram.

SUMMARY

Histograms are special form of bar charts in which information or data are
represented with the aid of jointed bars. They are of different forms and types.
Histograms are usually drawn along ways with frequency polygon (curves
joining midpoints of histogram bars). Frequency curves can be of different
shapes such as symmerical dJéshaped, Jshaped etc. They are meant to
describe the relationship which exists between observations and heir
frequencies.

Cumulative frequency curves are drawn with the use of cumulative frequency
distribution table. It is constructed by joining the co-ordinates of cumulative
frequency drawn in a co-ordinate plane with upper class boundary in the
horizontal axis and the cumulative frequency in the vertical axis. Different
categories of cumulative frequency curves (relative cumulative curve,
percentage cumulative frequency curves etc) can also be drawn by changing
the variables in the vertical axis.

Lorenz charts are drawn to establish disparity which exists between two or
more variable. They give visual impression about the degree of disparity
(divergence or convergence) in the variables. To show pictogram distribution
(especially for discrete variables), pictogram can be used.
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6.0

TUTOR MARKED ASSGNMENT

Naira of 100 enployees at PPMD company: -

Salaries (NGO0Q) Number of Employees
507 59.99 8
60 69.99 10
707 79.99 14
807 89.99 18
907 99.99 24
1007 109.99 12
1017 119.99 !
1107 129.991 5
1307 139.99 2

With reference to the table, construct:
(8) Cumulative frequency curve and frequency polygon; and

(b) Relative frequency curve.

below:
Length (mm) Frequency

1187 126 3
127 135 5
1367 144 9
1457 153 12
1547 162 5
1637 171 4
1727 180 2

Construct:

(a) Relative frequency distribution;

(b) Histogram;

(c) Relative higogram

(d) Frequency polygon; and

(e) Relative frequency polygon.

1) The table below shows a frequency distribution of salaries per annum in

2) The length of 40 leaves are recorded to the neaest milli meters in the table
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